
p. 55

Now we return to the problem at hand. By the martingale convergence theorem X∞ := limn→∞Xn

exists and is finite a.s. Let T := inf{n ≥ 1 : Xn = 0}, and note that we we are told that T is finite
a.s. Apply Fatou’s lemma to find that

EX∞ ≤ lim inf
n→∞

E [Xn; T < n] = lim inf
n→∞

E [E (Xn | FT ) ; T < n] .

By the stated theorem, this is at most lim infn E[XT ; T < n] ≤ EXT = 0. Since X∞ ≥ 0 a.s., X∞
must be zero a.s. In fact, a small modification of this proof shows that with probability one, XT+n = 0
for all n ≥ 1.

8.38. Almost surely,

E [Xn+1 | Fn] =
{

λ + (1− λ)Xn

}
Xn + (1− λ)Xn(1−Xn) = Xn.

Therefore, {Xn}∞n=1 is a bounded martingale, and hence X∞ := limn→∞Xn exists a.s. and in L1(P).
By the dominated convergence theorem convergence holds in Lp(P) too, where p ≥ 1. Define

θ := EX1.

Then, θ ∈ [0 , 1], and θ = EXn for all n by the martingale property, and θ = EX∞ by L1-convergence.
By the towering property of conditional expectations,

θ = P {Xn+1 = λ + (1− λ)Xn} .

Therefore,
θ = P {X∞ = λ + (1− λ)X∞} = P {X∞ = 1}

(Hint: Fatou’s lemma, and the reversed Fatou’s lemma for bounded random variables.) Similarly,

1− θ = P {X∞ = −λX∞} = P {X∞ = 0} .

8.40. By the optional stopping theorem, E[MT∧n] = EM1. Therefore, for all t > 0,

EM1 = E [MT∧n ; |MT∧n| < t] + E [MT∧n ; |MT∧n| ≥ t] .

Let n→∞, and appeal to the dominated convergence theorem, to find that
∣∣∣EM1 − E [MT ; |MT | < t]

∣∣∣ ≤ lim sup
n→∞

E [|MT∧n| ; |MT∧n| ≥ t] .

By uniform integrability, EM1 = limt→∞ E[MT ; |MT | ≤ t]. Therefore, it suffices to prove that
E|MT | <∞. But E|MT | ≤ lim infn→∞ E|MT∧n| Fatou’s lemma, whence it suffices to prove that there
exists t > 0 such that supn E[|MT∧n|; |MT∧n| > t] is finite. But this follows readily from uniform
integrability.

8.41. Note that
sup

n
E|Mn| ≤ t + sup

n
E (|Mn|; |Mn| > t) .

If t is sufficiently large then the second term must be finite (in fact, it can be made arbitrarily small
as t→∞). Therefore, M is bounded in L1(P), whence M∞ := limn→∞Mn exists and is finite a.s. We
have also L1-convergence thanks to Problem 4.28 of Chapter 4. Finally, if n ≥ k ≥ 1 then

E
(
|E[M∞ | Fk]−Mk|

)
= E

(
|E[M∞ | Fk]− E[Mn | Fk]|

)
≤ ‖M∞ −Mn‖1.

Let n→∞ to find that E[M∞ | Fk] = Mk a.s.


