
p. 52 8. Martingales

8.17. Let Fn = σ({Xi}n
i=1) and kn = k + R + B, so that fn = Xn/kn. The proportion of red balls after

n draws is fn a.s. Conditional on Fn, fn+1 is equal to (1 + Xn)/kn+1 = k−1
n+1 + (kn/kn+1)fn with

probability fn; it is equal to (kn+1/kn)fn with probability 1− fn. Thus,

E [fn+1 | Fn] =
(

1
kn+1

+
kn

kn+1
fn

)
fn +

(
kn

kn+1
fn

)
(1− fn) a.s.

The preceding is equal to fn(1 + kn)/kn+1 = fn, whence the martingale property of f .

8.18. This follows from E[Xk+n | Fn] ≥ E[Xk+n−1 | Fn] (a.s.) and induction.

8.19. Suppose we could write our submartingale X as: Xn = Mn + Zn and Xn = M ′
n + Z ′n, where M

and M ′ are martingales, and Z and Z ′ are previsible increasing processes. Because M −M ′ defines a
martingale, this proves that Zn − Z ′n defines a martingale also. That is,

E [Zn − Z ′n | Fn−1] = Zn−1 − Z ′n−1 a.s.

But Z − Z ′ is previsible. So the preceding also equals Zn − Z ′n a.s. This proves that for all n ≥ 1,
Zn−Zn−1 = Z ′n−Z ′n−1 a.s. Thus, for all m ≥ 1, Zm = Z1+

∑m
j=2(Zj−Zj−1) = Z1+

∑m
j=2(Z

′
j−Z ′j−1) =

Z1 − Z ′1 + Z ′m a.s. Thus, if we insist that Z1 = Z ′1 = E[X1], as was the case in the proof of Theorem
8.20, then Zm = Z ′m a.s. for all m.

8.20. If X is bounded in L1(P) then E[X+
n ] ≤ E[X+

n ] + E[X−
n ] = ‖Xn‖1 is bounded. For the converse

note that E[X−
n ] = E[X+

n ] − E[Xn] = E[X+
n ] − E[X1] by the martingale property. This proves that

‖Xn‖1 = 2E[X+
n ]− E[X1] is bounded also.

8.21. Part (2) follows from (1) because Sn is a mean-zero martingale. To prove part (1) we apply Doob’s
inequality to the submartingale defined by Zn := |Xn|p, using the fact that P{max1≤i≤n |Xi| ≥ λ} is
equal to P{max1≤i≤n Zi ≥ λp}.

8.22. We integrate by parts:

‖ξ‖p
p = p

∫ ∞

0
λp−1P{ξ > λ} dλ ≤ p

∫ ∞

0
λp−2E [ζ; ξ > λ] dλ

= pE

[
ζ

∫ ξ

0
λp−2 dλ

]
=

p

p− 1
E

[
ζξp−1

]
,

by Fubini–Tonelli. Let a > 1 be fixed, and define b by a−1 + b−1 = 1. Then, Hölder’s inequality shows
us that

‖ξ‖p
p ≤

p

p− 1
(E[ζa])1/a

(
E

[
ξb(p−1)

])1/b
.

Apply this with a := p, so that b = p/(p− 1), and we get

‖ξ‖p
p ≤

p

p− 1
‖ζ‖p

p · ‖ξ‖(1/p)−1
p .

If ‖ξ‖p = 0 then there is nothing to prove. Else, ‖ξ‖p > 0, and we can divide the preceding by ‖ξ‖p

and solve to finish the first portion.
Apply the said result with ξ := max1≤i≤n Xi and ζ := Xn to obtain Doob’s maximal inequality (8.70).
Finally, apply this to the proof of Theorem 8.20 to finish.

8.24. X2
n − An is a martingale because this is Doob’s decomposition of the submartingale X2

n. It also has
mean zero, as can be checked directly. Therefore, E[X2

n] = E[An]. Define Tk := inf{m ≥ 1 : Am > k}.
This is a stopping time. Define

M (k)
n := X2

Tk∧n −ATk∧n n = 1, 2, . . . . (8.3)


