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4.22. µ is well defined as an integral. This follows from Fubini–Tonelli. Also, µ(∅) = 0 and µ(Ω) = 1.
Suppose A ∈F . Then,

µ(Ac) =
∫

Θ
(1−Pθ (A))ν(dθ) = 1−µ(A).

Similarly we prove that µ is finitely additive. Therefore, it suffices to prove that whenever An ↓∅ are measurable,
limn µ(An) = 0 (why?). But this follows from the definition of µ and the bounded convergence theorem.

4.23. If ‖Xi‖ρi = 0 for some i then there is nothing to prove, because Xi = 0 a.s. Else, define Yi = |Xi|ρi/‖Xi‖ρi
ρi ; note

that: E[Yi] = 1; and by the proof of Exercise 4.7 (i.e., by Jensen’s), E{∏n
i=1Yi}≤ 1. Solve in terms of the Xi’s to

finish.

4.24. Note that {X > t} = {eξX > eξ t} for any t,ξ > 0. Therefore, apply Markov’s inequality to find that P{X > t}≤
E[eξX ]/eξ t . Because this is valid for all ξ > 0, optimize to find that P{X > t}≤ infξ≥0 exp{−tξ + lnE[eξX ]} as
asserted. The other inequality follows from this one after we replace X by −X .

4.25. Let X be uniformly distributed on (a,b). We apply Jensen’s inequality to find that f (E[X ])≤ E[ f (X)], which is
Hadamard’s inequality in disguise.

4.27. If f is continuously differentiable with compact support, then as the hint suggests, we can integrate by parts
to find that

∫ ∞
−∞ x f (x) f ′(x)dx = − 1

2
∫ ∞
−∞ f 2(x)dx. [If u := x, and v′ := f f ′ then u′ = 1 and v = 1

2 f
2. Because

of this and the compact-support property of f ,
∫
uv′ =− 1

2
∫
f 2.] Apply the Cauchy–Schwarz inequality to find

that 12
∫ ∞
−∞ f 2 ≤ (

∫ ∞
−∞ x2 f 2)1/2(

∫ ∞
−∞( f ′)2)1/2, as planned. Note that we have not used the C1 property of f ; only

that f ′ exists a.e. Therefore, the same bound is valid for all a.e.-differentiable functions f of compact support.
Suppose next that f ′ exists a.e. but f does not have compact support. Replace f by f1[−n ,n] to deduce that
1
2

∫ n
−n f 2 ≤ (

∫ n
−n x2 f 2)1/2(

∫ n
−n( f ′)2)1/2. Let n ↑∞ and appeal to the monotone convergence theorem to obtain the

general result.

4.28. Let UI’ denote the property that limt→∞ supn≥1 E{|Xn|; |Xn| > t} = 0. Evidently, UI’⇒UI. Conversely, suppose
UI holds. Then, for all ε > 0 there exists t0 > 0 such that limsupn→∞E{|Xn|; |Xn| > t}≤ ε . Thus, there exists n0
such that for all t > t0 and n > n0, E{|Xn|; |Xn| > t} ≤ ε . On the other hand, limt→∞max1≤n≤n0 E{|Xn|; |Xn| >
t} = 0 since n0 is a fixed finite integer. Thus, there exists t1 such that for all t > t1, max1≤n≤n0 E{|Xn|; |Xn| >
t}≤ ε . Let τ :=max(t0 , t1). Then for all t > τ and all n≥ 1, E{|Xn|; |Xn| > t}≤ ε . That is, UI⇒UI’.

1. E{|Xn|; |Xn| > t}≤ E{|Yn|; |Yn| > t}. Therefore, {Xn}∞n=1 is UI.
2. Let Zn := Xn+Yn to find that

E{|Zn|; |Zn| > t}≤ E
{
|Xn|; |Xn| >

t
2

}
+E

{
|Yn|; |Yn| >

t
2

}
,

whence the claim.
3. By the Hölder inequality, E{|Xn|; |Xn| > t} ≤ ‖Xn‖p(P{|Xn| > t})1/q where p−1 + q−1 = 1. Apply the
Chebyshev inequality to this to find:

E{|Xn|; |Xn| > t}≤ ‖Xn‖p
(
E(|Xn|p)

t p

)1/q
=
‖Xn‖p−1p

t p−1
.

Take sup over n and then let t→ ∞ to see that {Xn}∞n=1 is UI.
4. If Xn → X in L1(P) then Xn → X in probability (Chebyshev). To prove UI note that E{|Xn|; |Xn| > t} ≤
‖Xn−X‖1+E{|X |; |Xn| > t}. Therefore,

limsup
n→∞

E{|Xn|; |Xn| > t}≤ lim
n→∞

E{|X |; |Xn| > t} = E{|X |; |X | > t},


