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July 6, 2012

# 22 (a). The likelihood function is
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Therefore, if T' is any unbiased estimator of u, then
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# 22 (b). Yes. It is unbiased and achieves the CRLB.

# 22 (c). xo.95 is the 95th percentile if and only if

0.95 = P{X; < o5} = @ <f”‘)'9§_ "‘) - x“'%g_ K 1645 = w0.95 = 4.935+ 1.

By the MLE principle, the MLE of xg.g5 is
To.95 = 4.935 + X = FEZp.95 =4.935 4+ 4 = xg.95.

Moreover, basic properties of variances ensure that

- .9
Var.g5 = Var (4.935 4+ X) = Var(X) = — = CRLBI



Therefore, the MLE of zq.95 is UMVUE.
# 24 (a). We use the MGF table of the back cover to see that
Ef = Ee X = Mx(—1) = exp (e ' =1)) = ge 1 # 0.

Therefore, 0 is biased.

# 24 (b). We observe that 6 = u(X) can also be written as I{X = 0}. There-
fore, B = P{X =0} = e/,

# 24 (c). We have

Var(f) = E (e72%) = [E ()] = Mx(—2) — [Mx (—1)]?
=exp(pu(e®—1)) —exp(2u(e ! —1))
— e 21 [e#(6_2+1) _ 62“/6} 7

and R K
Bias(0) = E0 — 0 =exp (u(e™' —1)) —e # =e# |:e,u/e _ 1} .

Therefore,
MSE(f) = Bias® + Var
— e 2m [e#/e _ 1]2 +e2m [eu(e’ﬂ-l) _ e%/@]
— e 2K [eu(fz-i-l) +1— Qeu/e}
Also, because (0)2 = 6,
- . . N2
MSE(6) = Var(6) = E§ — (Eo) —eh M = e (b 1),

The ratio is
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In particular, ,
R(1) = e +1e+_11_ 2et/e 0.7117 < 1,
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Therefore, 0 is better than 6 when u =1, and worse when p = 2.



# 28 (a). First,

Next,
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# 28 (b). E(f) = E(X) = 0 and E(f,) = nb/(n + 1). Therefore, 6; is
unbiased, and

- né 0
Bi - —h=—
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Consequently,
i 0P - nf? 6> 6>
MSE(6;) = —, MSE(#,) = = .
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# 28 (c). Because n/(n + 1) < 1, Var(f;) is always greater than Var(fs).
There is no need to consider special values of n.

## 28 (d). No need to consider special values of n: 0y is always better than él,
though it is biased.

# 28 (e). Not covered.
# 34 (a). The likelihood function is
L(p) =p"(1 fp)"X = InL(p) = nlnp+ nXlog(l — p).

Differentiate: 5 _
n nX

—InLp) =—-— ,

dp 2 p 1-p

and set it equal to zero to see that p must solve

L_X 1
po1-p PTIxX

# 34 (b). We apply the MLE principle:

1-p 1-(1+X)7!
p (1+X)1

é: :X.

# 34 (c). Note that 0 = 7(p), where 7(p) = (1 — p)/p. In particular,

' (p) = —1/p?.



Also,

Var (;jnlnL(p)) - <1fp)2Var<X> = "(‘{ai(jji) = P

since the variance of a GEOM(p) is (1 — p)/p?. Therefore, the CRLB is

() p* (1—p)
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# 34 (d). No. The MLE is biased, as can be seen from the following calculation:
- 1 1—p
Ed=E(X)=FE(X))=-#—~— forall0O<p< L.
p p

# 34 (e). No. Its bias does not converge to zero as n — oo. Indeed,

.1 1-—
Bias(f) = — — TP
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no matter the value of p!

# 34 (f). E(X) = 1/p, as we saw earlier. Also, Var(X) = Var(X;)/n =
(1 —p)/(p*n). Therefore, by the CLT,

_X-Wp) 4, N(0, 1).
(1-p)/(p*n) ’

(5 )

Equivalently,



