Math 50801
Solutions to homework 5

June 28, 2012

# 2. (a) Since E(X;) = 3/p, equivalently p = 3/FE(X;), a MME is p = 3/X
(b) Since E(X1) = 2k, a MME is # = X /2.
(c) Since E(X;) = 0T'(3) = 20, a MME is 0 = X /2.

(d) Since E(X1) =7, a MME is ) = X. Also, Var(X;) = 262, and therefore,
E(X?) = 26 + 7. Therefore, a MME for 2% + 7% is n=' 37| X7, and
hence a MME for 26 is n=' 37 | X7 — (X)? = n7' 30 (X; — X)2
Finally, this means that a MME for 6 is

(¢) An MME for E(X;) =n—~6 is X. An MME for Var(X;) = (7%6%/6) is
n~' 30 (X; — X)?. Therefore, an MME for 6 is

1/2
6= (WSH (X, - X)2) .

J=1

And therefore, an MME for 7 is

(f) X is an MME for E(X,) = 6/(k—1); n™" 3°7_ (X; — X)? is an MME for
62k/(k — 2)(k — 1)2. Square X and then divide to see that

(X2 Z(Xj — X)? is an MME for
j=1



ILe.,

x>

z IR oo 67
—3 = e 2T mE

Jj=1

where 62 :=n~! Z?:l(Xj — X)2. We solve to obtain the following:

that is,
R 262
R=5—=3
62 — (X)2
Finally, X = /(& — 1); so that
; o 74+ (X)X
0=F-1DNX=——"5—.
(K’ ) 6_2 _ (X)2

flx) = px(li— p)i—= I{uﬁv = 0,1}. Therefore, L(p) = H;.Lzlpxj(l -
p)t=Xi = pnX(1 - p)_"(l_x). Here, log likelihood is easier to work with.
Indeed, log L(p) = nX logp + n(1 — X)log(1l — p). Now

nX n(l-X)
dp p 1-p

Set this expression equal to zero: p(1 — X) = (1 — p))_( =p=X.

Here, f(z) = p(1 —p)*~' - I{x = 0,1,...}. Therefore, L(p) = p"(1 —
p)" X~ and hence log L(p) = nlogp + n(X — 1)log(1 — p). Now

n n(X-1)

d
ZlogL(p) = — —
P g L(p) p -

Set this expression equal to zero: 1 —p=p(X —1) = p=1/X.
Here, f(z) = (*;")p*(1 —p)*= - I{x = 3,4,...}. Therefore,

o) =TT (7, 1) -

j=1
. X; -1 .
log L(p) = Zlog ( j2 ) +3nlogp + (nX — 3n)log(1l — p).
j=1

Now J _
3n nX —3n
—logL(p) = — — ———.
dp ®) p l—p

Set this expression equal to zero: 3(1 —p) = (X —3)p = p = 3/X.



(d) Here, f(z) = (2m0)~ /2 exp(—x2/(260)). Therefore,

L(6) = (2m0) ™% exp (219 ZXJQ) =log L(6) = fflog(27r log 07— ZXQ
j=1

Now

d
1 Lasz —> X7
a9 o8 L) +2922

; . N NG | 2
Set this expression equal to zero: § = n=1 3" i1 X

(e) Here, f(z) = 02z exp(—/6)-I{x > 0}. Therefore, L(0) = 6" []}_, X;-
exp(—>_"_; X;/6), whence log L(6) = —2nlog 9—1—2?:1 log X;—071 370, Xj.

Now
d

Set this expression equal to zero: 6 = (2n)~! ijl X;.

(f) Here, f(x) = (20) ! exp(—|x|/0). Therefore, L(6) = (20) " exp(— > 1X51/0),
whence log L() = —nlog2 — nlogf — 6~! > =1 1X|. Now

d
g L(0) = 5+ Z X1

Set this expression equal to zero: § = n~! > i Xl
(g) Here, f(z) = 1071/2exp(—21/20=1/2) . I{z > 0}. Therefore, L(0) =
279~"/2 exp(— > X;/29_1/2), whence log 1(0) = —nlog2—(n/2)log 60—
— n 1/2
6-1/25" | X1/ Now

d 1 & 1/2
25 log L(0) = +293/22;Xj .
J:

Set this expression equal to zero:

2
A 1« 1/2
(1)
‘7:

(h) Here, f(z) = w(1 +2)~*"" - I[{z > 0}. Therefore, L(r) = &™ [[}_, (1 +
X;)7"~1, whence log L(r) = nlogr — (k + 1) > i=1 log(1 + X;). Now

-1
d .
%IOgL(H)—77210g1+X n—( Zlog1+X ) .

Jj=1



# 6 (a). First of all, note that

L(91 ,92) = (92 —91)7’“ I{gl S 1min Xj , Inax Xj S 92} .

<j<n 1<j<n

This is maximized by minimizing 6 — 67 over the range where I{---} = 1; i.e.,

#6. (b) Once again we compute the likelihood function:

L0 m) = 0" [T X5~ 1{ min X = ).

Jj=1

The preceding [without the indicator] is an increasing function of 1. Therefore,
it is maximized at 7 := min;<;<y, X;. We can now apply the likelihood principle
and a little calculus in order to compute 6:

nod n
Y . . —0—1 AN . o
L,5) =20 <1I<njl£1nX]> 1_[1Xj élogL(Q,n)7nlog0+n910glgljl£nX]
]:
Now
D og 100, 7) = ™ + nlog mi X-—§n1 X;
a0 0g 1) = 0 n Oglg?gn J 0gAj-

j=1
Set this equal to zero to find that
-1
n
0=n Zlong —nlog 121;1;1an

j=1

7 8. (a) We know that

P{X>c}:1—<1><c_“>.
o
Therefore, according to the likelihood principle, the MLE is

1—¢(cf")=1—q> coX
g \/nfl Zj:l(Xj - X)?

#8. (b) The 95th percentile of X is the point = such that

0.95:P{X§x}:<1><$_u> = T7H 1645
g g

(6+1) ) log X;.

j=1



see Table 3. In other words, x ~ 1.6450 + p. Therefore, we apply the likelihood
principle to see that & ~ 1.645,/n=1 377 | (X; — X)2 + X

# 10. (a) Since f(z) = 3 exp(—|z — n]),

Ln)=2""exp | — Z |X; —n| | = logL(n) = —nlog2 — Z | X5 —nl.
j=1 j=1

Therefore, 7} minimizes H(n), where H denotes the function
H(a) =Y |X; —al.
j=1

Claim: The minimum of H (a) occurs at a = the median of the sample X1, ..., X,;
we denote the sample median by med.

In order to verify the Claim, let Xi.,, < Xo., < -+ < X,,., denote the
order statistics. [The inequalities are strict since the data has a pdf, so
no two variables are ever equal.] Note that H(a) = 3>, [X;m — a| for
all a. If Xgq1.n > a > Xg.p, for some k, then

k n
H(a) =) (a—X;m)+ > (Xjm —a),
Jj=1 j=k+1
so that H'(a) = 2k —n for all a € (Xk41:n , Xg:n). In other words, H(a)
is increasing for all a € (Xg41:n, X&) if and only if 2k > n; that is,
k > n/2. In other words, H increases to the right of med and decreases
to the left of med. This is another way to say that the function H(a) is
minimized at a = med.

We find now that 7 = med.

# 10. (b) Here, f(z) = (20)~!exp(—|z — n|/0). Therefore,

. 1 1
L(0,n) = (20) " exp | =5 > |X; —nl | = log L(0,n) = —nlog2-nlogh—5 > [X;—n].
j=1

j=1

Just as before, 7 = med; therefore,
1 n
log L(#,7) = —nlog2 —nlogh — 52 | X; — med|.
j=1

Note that

0 . n 1 &
5608 L(0,7) = —5 + 9—2;|Xj — med|.



Set this equal to zero to see that § = n~! Z?Zl | X; — med|.

# 12. Let Y; := %, so that Y3,...,Y, is an independent sample from
LOGN(u,0?).

(a) In terms of the X’s, i = X and 6® =n~' 37 (X; — X)?. Therefore, by
the likelihood principle,

3\'—‘
M
:\H
M:
G
»~<
“:

(b) Since
B() = B[] = exp (it 30°).

the MLE for E(Y) is



