
We use inverses all the time to solve problems in mathematics. An inverse takes you back to from whence you came. 

Think of the equation      how do we solve this equation?

In general, for real numbers we define the multiplicative inverse of    as     
 

 
   that it is    is the number 

such that         where we call   the multiplicative identity since for any  ,      .

We have introduced the idea of the identity matrix for matrices the identity matrix is the multiplicative 
identity for the set of matrices     . 

    
    

So one question we might have is, is there an    such that 

      

And if so, when do we know it exists for a given matrix and how do we find it?

We want such a matrix because if we know    we can solve        with simple matrix multiplication

     

           

          

         

Further, since a linear transformation on vectors is the same as matrix multiplication, this means 
we would have a way to find inverse linear transforms!
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Just like with function inverses we will only have an inverse available for a linear transformation when it is 1-1 and 
onto. 

A linear transformation      will have an inverse transformation        if and only if  it is 
1-1 and onto.  We difine    to be the function such that if       then         

For a linear transformation on a space of vectors we usually transform      .  If we wish our linear 
transformation to have an inverse we will require that     

Theorem: 3.21 A linear transformation  will have an inverse only when: 

                                                                       

                                                                      

Proof:
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If our linear transformation        then its matrix representation will be    , it will be a square matrix. 

We define the inverse matrix an      matrix  to be the matrix    such that 

                                                                      

Example: Let    
  
  

 and    
   
   

   Show      

Use the fact that      to solve the system:          and          
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One question we should immediately have is weather the inverse of a given matrix in unique (there is only one). 
We hope so! 

Theorem 3.23: If A is an invertible matrix ,    is unique.

Proof:

Theorem 3.25: Let         be invertable    matricies and     be     matricies.Then
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Finding    

In the last section we found that we could do row operations on matrices using elementary matrices. The 
elementary matrices were found by doing the desired row operation on the identity matrix.  

Suppose we had  elementary matrices              which represented the  row operations that took a 
square matrix  to reduced row echelon form, further lets assume that this matrix had a pivot in every row 
and column in its rref form.  This would mean that 

            

    
    
    
    

   

Since matrix multiplication is associative we could instead multiply all of the     first            

This means     and since the inverse is unique it means            is the inverse. 

Example: Let    
    
  

 find some elementary matrices which represent the required row operations to put A 

into rref form. Multiply the together and verify that the product is    
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All of those row operations are enough for a headache, then to have to multiply all of those matrices, especially 
for large one.  There is a better way!  

                       

We can sneak in an identity to the product of the elementary matrices and A if we like since     . If we take 
and associative view of things.

                

*We first apply   to I which performed the row operation        to  , 

*Then we multiply by   which applies the operation    to the resulting matrix of    

*Then we multiply by   which applies the operation      to the result of      

This is exactly equivalent to just applying the row operations to the identity in the first place!  So in order to cut the 
work in getting to    all we have to do is apply the same row operations to the identity  as we do   to put  into 
reduced row echelon form.   What ever we do to  we do to  at the same time, then when  hits rref, the identity  
will have been transformed into    ! 

Given an invertible    matrix  you can find    by augmenting  with the    identity matrix 
and perfeorming row operations until you reach reduced row echelon form for  . The identity 
matrix will have then been transformed into    
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Example, Find    , if it exists.
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Or…  
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When there is no inverse, you will get no solution 

If a matrix does not have an inverse we call it singular.
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Some nice formulas for nice matricies. 

If a    matrix    
  
  

 in invertable then      
 

     
      

   
   

 

If a diagonal matrix   

 
 
 
 
 
       
       
       
     
        

 
 
 
 

in invertible then     

 
 
 
 
 
          

         
         
     
          

 
 
 
 

From this formula, we can tell  would not have an inverse if        , we can't divide by zero!

 
 
 
 
 
       
       
       
     
        

 
 
 
 

 
 
 
 
 
          

         
         
     
          

 
 
 
 

 

 
 
 
 
 
            

           
           
     
            

 
 
 
 

 

 
 
 
 
 
     
     
     
     
      

 
 
 
 

Here we could see that if any of the    
   are zero the diagonal matrix would not have an inverse. 
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Theorem 3.27  Let                  be a set of  vectors in     Define the matrix                   

And let        be given hy            Then the following are equivlent. 
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