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ON EQUIPARTITION OF

ENERGY AND INTEGRALS OF GENERALIZED LANGEVIN

EQUATIONS WITH GENERALIZED ROUSE KERNEL∗

CHRISTEL HOHENEGGER†

Abstract. We show that if the motion of a particle in a linear viscoelastic liquid is described by
a Generalized Langevin Equation with generalized Rouse kernel, then the resulting velocity process
satisfies equipartition of energy. In doing so, we present a closed formula for the improper integration
along the positive line of the product of a rational polynomial function and of even powers of the sinc
function. The only requirements on the rational function are sufficient decay at infinity, no purely real
poles and only simple nonzero poles. In such, our results are applicable to a family of exponentially
decaying kernels. The proof of the integral result follows from the residue theorem and equipartition
of energy is a natural consequence thereof. Furthermore, we apply the integral result to obtain an
explicit formulae for the covariance of the position process both in the general case and for the Rouse
kernel. We also discuss a numerical algorithm based on residue calculus to evaluate the covariance for
the Rouse kernel at arbitrary times.
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1. Introduction

The one dimensional Langevin equation describes the motion of a neutrally buoyant
particle of mass m and radius r in a viscous fluid of viscosity ηs under the influence
of drag and thermal forces. With γs=6πηsr the drag coefficient, it is known as an
Ornstein-Uhlenbeck process and has the form

m
V. (t)

t.
=−γsV (s)+

√
2kBTγsẆ (t) E[Ẇ (t)Ẇ (s)]= δ(t−s)

X. (t)

t.
=V (t). (1.1)

In Equation (1.1), kB is the Boltzmann constant, T is the temperature and Ẇ is a time
white noise. Since the exact solution for V (t) is known (see [11, 12]), the stationary
solution of the stochastic differential equation (1.1) satisfies

E[V (0)2]=
kBT

m
. (1.2)

In other words, the coefficient in front of Ẇ (t) in Equation (1.1) is such that equipar-
tition of energy is satisfied. Furthermore, the covariance of both V (t) and X(t) can be
explicitly calculated (using Itô’s lemma). Both stochastic processes are Gaussian, but
only V (t) is Markovian. In this work, we consider similar questions for a fluid with
memory on multiple time scales or viscoelasticity described by relaxation times.

A viscoelastic fluid is a liquid that exhibits both elastic and viscous properties,
responding differently based on the applied stress. A neutrally buoyant spherical particle
of mass m and radius r moving freely in such an environment is subject to viscous and
elastic dissipation via drag forces and diffusion via thermal forces. In one dimension,
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the generalization of Newton’s equation of motion to describe the displacement of the
particle is achieved in the form of a Generalized Langevin Equation (GLE) for the
particle velocity process V (t) driven by a mean zero Gaussian process F (t) (see [8, 13,
14, 15])

m
V. (t)

t.
=− γp

τavg

∫ ∞

−∞

K+(t−s)V (s)ds+

√
kBTγp
τavg

F (t) E[F (t)F (s)]=K(t−s). (1.3)

Here γp=6πrηp with ηp the polymeric fluid viscosity is the drag coefficient, τavg is the
average relaxation time of the polymer and K+(t)=K(t)u(t) with u(t) the unit step
function accounting for causality in the integral is the memory kernel. We remark that
analysis of the units dictates that the coefficient in front of the integral has units of
mass per time squared and not mass per time. In this form, Equation (1.3) satisfies
the fluctuation-dissipation theorem, that is the memory kernel K(t) is linked to the
fluctuations of the noise by the relationship E[F (t)F (s)]=K(t−s) [3]. In this paper, we
only consider linear viscoelasticity and choose K(t) to be the dimensionless Generalized
Rouse kernel

K(t)=
1

N

N−1∑

n=0

e−|t|/τn τn= τ0

(
N

N−n

)2

n=0, . . .,N−1. (1.4)

Equations (1.3) and (1.4) with N =1 correspond to a viscoelastic fluid model whose
stress is described by the upper Maxwell model, in other words where the solvent vis-
cosity is zero. From Equation (1.3), the particle’s position is calculated as the integral
of the process,

X(t)=

∫ t

0

V (s)s. X(0)=X0. (1.5)

The goal of this paper is to show that in the above setting (1.3)-(1.5), V (t) satisfies
equipartition of energy and that closed formulae for the covariance of X(t) can be
found. This will be achieved via a general improper integral and careful integration
in the complex plane. While we do not consider the effect of a harmonic force in this
paper, our results can be seen as a generalization of the pioneering work of Kubo [4, 5]
for a generalized Langevin equation for a particle under the influence of memory, a
random and a harmonic force to a particle under the influence of a Gaussian force and
memory on many scales. Finally, we remark that Kou [3] considered a similar set-up,
but for a particle described by a GLE driven by fractional Brownian motion and showed
that the resulting process satisfies equipartition of energy and is subdiffusive. The main
difference between driving the GLE by fractional Brownian motion or by a Gaussian
process F (t) is that fractional Brownian motion is self-similar [7].

The paper is organized as follows. In Section 2, we set-up the questions in the
form of certain improper integrals of a rational function Ψ(x), which we derive. While
we are motivated by the physical GLEs, the derivation applies to a generic GLE with
exponentially decaying memory kernel. In Section 3, we present the main integral

result for the improper integral
∫∞

0
Ψ(x) sin

a(x)
xa x. for a even. We assume that Ψ(z) has

sufficient decay at infinity in the complex plane and that the simple pole of Ψ(z) are not
real or zero. It is worth mentioning that if Ψ(x)≡ 1, then the integrals in questions are
simply sinc integrals for which closed and analytical formulae exist [10]. The proof uses
techniques from residue calculus, contour integration and trigonometric power series
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expansion. We then show that Ψ(x) constructed for a generic GLE with exponentially
decaying memory kernel satisfies the assumptions of the main theorem. Next, we apply
these results to derive explicit formulae for the stationary variance of V (t) (Section 4)
and for the covariance ofX(t) (Section 5). The proof of equipartition of energy in Section
4 is independent of N and of the choice of positive τn’s. In Section 5, we present the
numerical evaluation of the covariance for N ≤ 20. Finally, Section 6 discusses similar
integration formulae and extension to other physically motivated models.

2. General framework

In order to facilitate applications to other models, we consider the general GLEs

Y. (t)

t.
=−bK+⋆Y (t)+c

√
bF (t) E[F (t)F (s)]=K(t−s) (2.1)

Z. (t)

t.
=Y (t), (2.2)

where Y (t) is not necessarily a velocity process and b,c∈R+. The physical GLEs (1.3)
and (1.5) can be recovered with Y =V , X=Z, b=γp/(τavgm) and c=

√
kBT/m. In

the above, ⋆ denotes the time convolution and K+(t)=K(t)u(t) where u(t) is the unit
step function in accordance with the causality of the fluid’s memory. For a sequence
of positive relaxation times τ0, . . . ,τN−1, we choose an equally weighted exponentially
decaying kernel

K(t)=
1

N

N−1∑

n=0

e−|t|/τn . (2.3)

We make sense of a solution to Equation (2.1) in Fourier space. To do so, we take the
non-unitary, angular frequency definition of the Fourier transform, denoted by ·̂ :

f̂(ω)=

∫ ∞

−∞

f(x)e−ıωxx. f(x)=
1

2π

∫ ∞

−∞

f̂(ω)eıωxω. .

We say that Y (t) is a mild solution of Equation (2.1) if the Fourier transform of its
covariance function ρY (t)=E[Y (t)Y (0)] is

ρ̂Y (ω)= c2
bK̂(ω)

|ıω+bK̂+(ω)|2
= c2Ψ(ω). (2.4)

We remark that, formally, the auto-covariance of Y (t) can be calculated because the
exact solution of Equation (2.1) can be written as a convolution. For completeness,
the calculation is presented next. Taking the Fourier transform of Equation (2.1) and
solving for Ŷ , we have

Ŷ (ω)=

√
cbF̂ (ω)

iω+bK̂+(ω)
. (2.5)

Equation (2.5) implies that Y (t) can be written as the convolution of F and a suscep-
tibility kernel in the form

Y (t)= (χ∗F )(t)=

∫ ∞

−∞

χ(t−s)F (s)s.,
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where χ̂(ω)=
√
cb/(iω+bK̂+(ω)). Plugging Y (t) in the definition of the auto-covariance

and using the definition of the covariance of F (t) in Equation (2.1), we have

ρY (t)=

∫ ∞

−∞

∫ ∞

−∞

χ(t−s)χ(−s′)K(s−s′)s.s.
′.

Setting u= s−s′ in the above and integrating reveal the expression

ρY (t)=

∫ ∞

−∞

(
χ∗χ†

)
(t−u)K(u)u. =

[(
χ∗χ†

)
∗K
]
(t)

where χ†(s)=χ(−s) for all s. Since χ̂†(ω)= χ̂(ω), we find

ρ̂Y (ω)= |χ̂(ξ)|2K̂(ω)= c
b2K̂(ω)

|iω+bK̂+(ω)|2

in accordance with Equation (2.4).

Letting λj = τ−1
j , j=0, · · · ,N−1, calculating K̂(ω) and K̂+(ω), and defining the frac-

tional function Φ(x)= 1
N

∑N−1
n=0

1
x+λn

, for x∈R, we write Ψ as

Ψ(ω)=

[
1

ıω+bΦ(ıω)
+

1

−ıω+bΦ(−ıω)

]
. (2.6)

In the above, we used the fact that Φ(ıω)=Φ(−ıω), where z̄ denotes the complex con-
jugate of z and that ω∈R.
With the convention c2=kBT/m, showing that Equation (2.1) satisfies equipartition of
energy is equivalent to showing that ρY (0)=E[V (0)2]= c2 or, using the Fourier trans-
form and the fact that Ψ is even, that

ρY (0)=
1

2π

∫ ∞

−∞

ρ̂Y (ω)ω. =
c2

π

∫ ∞

0

Ψ(ω)ω. = c2.

In other words, the equipartition of energy claims can be rewritten as

I1 :=
∫ ∞

0

Ψ(ω)ω. =π. (2.7)

Since X(t) satisfies Equation (2.2), we know from the previous considerations that X(t)
is a Gaussian, non-stationary process with zero mean and covariance

ρZ(t,s)=

∫ t

0

∫ s

0

ρY (t
′−s′)s.

′t.
′ t>s.

Changing variables and reversing the order of integration, we have

ρZ(t,s)= tI1(t)−(t−s)I1(t−s)+sI1(s)− [I2(t)−I2(t−s)+I2(s)], (2.8)

where I1(t)=
∫ t

0 ρY (t
′)t.

′ and I2(t)=
∫ t

0 t
′ρY (t

′)t.
′ are the moments of ρY (t). Equa-

tion (2.8) can be further simplified when expressed using Fourier transforms. We find

ρZ(t,s)=J(t)+J(s)−J(t−s) J(t)=
2

π

∫ ∞

0

ρ̂Y (ω)

ω2
sin2

(
ωt

2

)
ω. . (2.9)
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With the definition of ρ̂Y (ω) in Equation (2.4), evaluating J(t) requires computing

I2(s) :=
∫ ∞

0

Ψ(ω)
sin2(ωs)

ω2
ω. . (2.10)

Integrals I1 and I2(s) are improper integrals of Ψ(ω) against power of the sinc function.
Since Ψ(0)=2/(bNτavg), the integral is well-defined. In the next sections, we show that
the integrals are finite. We start with a general integral result for

∫∞

0 Ψ(ω)sinca(ω)ω.
for a≥ 0 even and sinc(x)= sin(x)/x.

3. Integral result

As a convention, we denote by x a real variable, by z a complex variable, and we
set 00=1. Consider Ψ(x), a rational polynomial function of the form p(x)/q(x), such
that deg(q)≥deg(p)+2 and q(x) has no purely real roots and only simple roots. The
degree requirement is necessary to ensure proper decay of the function at infinity, while
the location of the pole allows for a simple contour of integration. Further, let zj for
j=1, . . .,M be the roots of q(z) with positive imaginary parts, Im(zj)> 0, j=1, . . .,M .
Since q(z) has no real roots, we have that deg(q)=2M . In order to prove the main
theorem, we need a preliminary result from residue calculus.

Proposition 3.1. Let Ψ(x) be a rational polynomial function of the form p(x)/q(x),
such that deg(q)≥deg(p)+2 and such that q(x) has no purely real roots and only simple

roots. Further, let m,a≥ 0 be integers and a be even. Then,

πı

M∑

j=1

[
Res(Ψ,zj)

eımzj

zaj
−Res(Ψ, z̄j)

e−ımz̄j

z̄aj

]
−πıΨ(0)

(−ım)a−1

(a−1)!

=

∫ −r

−R

Ψ(x)

xa
cos(mx)x. +

∫ R

r

Ψ(x)

xa
cos(mx)x.

−
a/2−1∑

j=0

(−1)j

(2j)!
m2j

∫

Γr

Ψ(z)

za−2j
dz+O

(
r+

1

Ra+1

)
. (3.1)

Here Res(Ψ,zj) denotes the residue of Ψ(z) evaluated at zj, j=1, . . .,M and γr is the

half-circle of radius r centered at the origin in the upper half-plane oriented clockwise.

The radii r and R with 0<r<R are chosen such that the region in the upper half

plane bounded by above by the half-circle of radius R oriented clockwise and below by γr
contains all the singularities of Ψ(z) in the upper half-plane.

The proof is given in Appendix A. We note that more information about the form
of Ψ(ω), as is the case for our intended applications, is needed to combine the residues.
The next technical results about series can be found in tables of series, see for example
[2, pages 134-137] or [1, section 0.15].

Lemma 3.1. Let j,k be integers. If a is an even positive integer, then

a/2∑

j=0

(−1)j
(
a

j

)
(a−2j)2k =0 for all k<

a

2
. (3.2)

We can now state and proof the main integration theorem.

Theorem 3.1. Let Ψ(x) be an even rational polynomial function of the form

p(x)/q(x), such that deg(q)≥deg(p)+2 and such that q(x) has no purely real roots
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and only simple roots. Then, for a≥ 0 an even integer,

∫ ∞

0

Ψ(x)sinca(x)x. =
π

2a

a/2−1∑

k=0

(−1)k+1

(
a

k

)[
(−1)a/2(a−2k)a−1

(a−1)!
Ψ(0)

+ı

M∑

j=1

(
Res(Ψ,zj)

eı(a−2k)zj

zaj
−Res(Ψ, z̄j)

e−ı(a−2k)z̄j

z̄aj

)]

+
πı

2a+1

(
a

a/2

) M∑

j=1

(
Res(Ψ,zj)

1

zaj
−Res(Ψ, z̄j)

1

z̄aj

)
. (3.3)

Fig. 3.1: Region of integration. Let ΓR be the circle of radius R and Γr the half-circle of radius r,
both oriented counterclockwise and chosen to include all the poles of Ψ(z).

Proof. Consider the following contours of integration. Let 0<r<R, Γr be the half-
circle connecting −r to r in the upper half-plane oriented counterclockwise, and ΓR be
the circle of radius R oriented counterclockwise. Let C+=[−R,−r]∪(−Γr)∪ [r,R]∪Γ+

R,
where + denotes the half-circle in the positive half-plane and the minus sign indicates
reverse orientation. The radius r and R are chosen such that the region bounded by
C+ contains all the singularities of Ψ(z) in the upper half-plane. Finally, let C−=
Γ−
R∪(−[r,R])∪Γr∪(−[−R,−r]). The regions bounded by C+ and C− are sketched in

Figure 3.1, where C− is shaded in blue.
The proof relies on the trigonometric power expansion of sina(x) for a even,

sina(x)=
1

2a

(
a

a/2

)
+

1

2a−1

a/2−1∑

k=0

(−1)k+1

(
a

k

)
cos((a−2k)x). (3.4)

We first multiply Equation (3.4) by Ψ(x), divide it by xa and integrate it between r
and R. Let m=a−2k. Since a is even and Ψ(x) is even, we have

2

∫ R

r

Ψ(x)
cos(mx)

xa
x. =

∫ −r

−R

Ψ(x)
cos(mx)

xa
x. +

∫ R

r

Ψ(x)
cos(mx)

xa
x. .

Next, we apply Equation (3.1) to the resulting integrals to find

∫ R

r

Ψ(x)sinca(x)x.

=
1

2a

(
a

a/2

)∫ R

r

Ψ(x)

xa
x. +

π

2a

a/2−1∑

k=0

(−1)k+1

(
a

k

)

{
ı

M∑

j=1

(
Res(Ψ,zj)

eı(a−2k)zj

zaj
−Res(Ψ, z̄j)

e−ı(a−2k)z̄j

z̄aj

)
− (a−2k)a−1Ψ(0)

(a−1)!

+
1

π

a/2−1∑

j=0

(−1)j

(2j)!
(a−2k)2j

∫

Γr

Ψ(z)

za−2j
z. +O

(
r+

1

Ra+1

)}
. (3.5)
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Applying Equation (3.1) with m=0 to the first integral on the right-hand side of Equa-
tion (3.5), substituting into Equation (3.5), grouping the sums involving residues and
isolating the integral over Γr for j=0, we obtain

∫ R

r

Ψ(x)sinca(x)x.

=
πı

2a+1

M∑

j=1

{(
a

a/2

)(
Res(Ψ,zj)

1

zaj
−Res(Ψ, z̄j)

1

z̄aj

)

+2

a/2−1∑

k=0

(−1)k+1

(
a

k

)(
Res(Ψ,zj)

eı(a−2k)zj

zaj
−Res(Ψ, z̄j)

e−ı(a−2k)z̄j

z̄aj

)}

+
π

2a

a/2−1∑

k=0

(−1)k
(
a

k

)
(a−2k)b−1

(b−1)!
Ψ(0)

+
1

2a

{
11

2

[
−
(

a

a/2

)
+2

a/2−1∑

k=0

(−1)k
(
a

k

)]∫

Γr

Ψ(z)

za
z.

+

a/2−1∑

k=0

(−1)k+1

(
a

k

)a/2−1∑

j=1

(−1)j

(2j)!
(a−2k)2j

∫

Γr

Ψ(z)

za−2j
z.

]
+O

(
r+

1

Ra+1

)}
.

Using
(
a
k

)
=
(

a
a−k

)
, the term in the square bracket in front of the integral over Γr of

Ψ(z)/za can be rewritten as

−
(

a

a/2

)
+2

a/2−1∑

k=0

(−1)k
(
a

k

)

=(−1)a/2
(

a

a/2

)
+

a/2−1∑

k=0

(−1)k
(
a

k

)
+

a/2−1∑

k=0

(−1)k
(

a

a−k

)

=(−1)a/2
(

a

a/2

)
+

a/2−1∑

k=0

(−1)k
(
a

k

)
+

a∑

j=a/2+1

(−1)a−j

(
a

j

)
=

a∑

k=0

(−1)k
(
a

k

)
=0.

In the above, we made use of the binomial identities
∑a

k=0(−1)k
(
a
k

)
=0 and of the fact

that a is even. Finally, rearranging the terms in the sums involving the remaining
integrals over Γr reveals a term of the form

a/2−1∑

k=0

(−1)k
(
a

k

)
(a−2k)2j j=1, . . .,

a

2
−1.

By Lemma 3.1 this sum is zero. Letting r→0 and R→∞, the statement follows.

We now verify that the hypothesis of Theorem 3.1 are satisfied for Ψ(ω) defined in
Equation (2.6). From the construction of Ψ, we have M =N+1.

Proposition 3.2. Let Ψ(ω) be defined as in Equation (2.6). Then Ψ(ω) satisfies

the assumptions of Theorem 3.1. In other words, Ψ(ω) is an even rational polynomial

function of the form p(x)/q(x) such that deg(q)≥deg(p)+2 and Ψ(ω) has no purely

real roots and only simple poles.
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Proof. From Equation (2.6), it is evident that Ψ(ω) is an even function. To
show that Ψ(ω) satisfies the remaining properties, we express Ψ(ω) in terms of rational
polynomials. To do so, let γ= b/N , and p(x),q(x) be the polynomials

p(x)=

N−1∏

j=0

(x+λj) q(x)=xp(x)+γp′(x).

Here ′ denotes the derivative of p(x) with respect to x. Since deg(p)=N , the degree of
q(x) is N+1. It is easy to see that Φ(ıω)=p′(ıω)/(Np(ıω)) and thus

Ψ(ω)=

[
p(ıω)

q(ıω)
+

p(−ıω)

q(−ıω)

]
. (3.6)

Furthermore, since the roots of p(x) are −λj < 0, j=0, . . .N−1, the N−1 extrema of
p(x) are real and negative as well. Therefore, q(x) has N−1 real negative roots located
between extrema. Since q(x) has an extrema between the largest root of p(x) and zero,
the last roots are either a pair of complex conjugate roots with non-zero imaginary
part and negative real part if γ is not too small or two more purely negative roots if
γ≪1. Therefore for γ not too small, the simple poles of Ψ(ω) in the upper half-plane
are N−1 purely imaginary positive numbers ωj , j=0, . . .,N−2, and a pair ωN−1,ωN

of complex numbers with equal positive imaginary part and plus/minus real part. The
other singularities are the complex conjugates in the lower half-plane. This guarantees
that the denominator of Ψ(ω) has no purely real roots. A detailed discussion of the
roots in the γ small and γ large limits is given in Appendix B.

It remains to show that the degree condition is satisfied. A-priori, the degree of the
denominator in each fraction in Equation (3.6) is only one higher than the degree of the
numerator. However, we show now that when the fractions are combined into a single
fraction cancellation occurs. To combine the fractions, we replace p(ıω) and q(ıω) in
Equation (3.6) by their series expansion obtained using Vieta’s formula. We find

p(ıω)= ıN
N∑

j=0

(−1)jωN−jtj q(ıω)= ıN+1
N+1∑

j=0

(−1)jωN+1−jsj ,

where sj ,j=1, . . .,N+1 and tj,j=1, . . .,N are the elementary symmetric polynomials
of the roots of q(ıω) (ωj , j=0, . . .,N) and p(ıω) (ıλj , j=0, . . .,N−1) respectively taken
j at a time. Finally, plugging the above expressions into Equations (3.6) and (2.6) yields

Ψ(ω)=
1

ı

[ ∑N
j=0(−1)jtjω

N−j

∑N+1
j=0 (−1)jsjωN+1−j

−
∑N

j=0 tjω
N−j

∑N+1
j=0 sjωN+1−j

]
. (3.7)

Combining the fractions in Equation (3.7) reveals that the coefficient of the two highest
monomials in the numerator are t0s0− t0s0=0 and 2s1−2t1, respectively. To conclude,
we show that s1= t1. This follows from the recurrence relationship between the coeffi-
cients:

t0= s0=1 t1= s1 tj−γ(N−j+2)tj−2= sj for 2≤ j≤N −γtN−1= sN+1, (3.8)

which is obtained from substituting the series into q(ıω)= ıωp(ıω)+γp′(ıω). Thus the
degree of the numerator is at most 2N−1, while the degree of the denominator is 2N+2,
and the condition on the degrees of the polynomials is satisfied.

We will make use of the factorization in Equation (3.7) to compute residues of Ψ(ω).
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4. Equipartition of energy

We now show that Equation (2.7) is true. Since Ψ(ω) satisfies the assumptions of
Theorem 3.1 by Proposition 3.2, we apply it with a=0. Because Ψ(ω) has N+1 poles
in the upper-half plane, application of Equation (3.3) with a=0 and M =N+1 yields

∫ ∞

0

Ψ(ω)dω=
πı

2

N∑

j=0

(Res(Ψ,ωj)−Res(Ψ,ω̄j)). (4.1)

With the factorization of Ψ(ω) derived in Equation (3.7), the residue’s definition and
the application of l’Hospital rule, the residues are

Res(Ψ,ωj)=
1

ı

∑N
k=0(−1)ktkω

N−k
j∑N

k=0(−1)ksk(N+1−k)ωN−k
j

j=0, . . .,N. (4.2)

Recalling from the proof of Lemma 3.2 that for γ not too small ωj = izj with zj ∈R+

for j=0, . . .,N−2 and zN−1,N ∈C with Re(zN−1,N)> 0, we have that ω̄j =−ωj for
j=1, . . .,N−2 and ω̄N−1,N =−ωN,N−1. Therefore, using again the factorization (3.7)
and the residue’s definition, the rest of the residues are

Res(Ψ,ω̄j)=−Res(Ψ,ωj) j=0, . . .,N−2 Res(Ψ,ω̄N−1,N)=−Res(Ψ,ωN,N−1).

We remark that for γ≪1, all the poles are purely imaginary and Res(Ψ,ω̄j)=
−Res(Ψ,ωj), j=0, . . .,N . Finally, plugging into Equation (4.1), we have

∫ ∞

0

Ψ(ω)dω=π

N∑

j=0

∑N
k=0(−1)ktkω

N−k
j∑N

k=0(−1)ksk(N+1−k)ωN−k
j

=π

N∑

j=0

rj , (4.3)

where rj , j=0, . . .,N are the residues of the rational function p̃(ω)/q̃(ω) with p̃(ω)=∑N
k=0(−1)ktkω

N−k and q̃(ω)=
∑N+1

k=0 (−1)kskω
N+1−k. This latest fact follows from the

definition of the residues at ωj , j=0, . . .,N , the simple roots of q̃(ω). Since deg(p̃)=
deg(q̃)−1, the partial fraction decomposition of p̃(ω)/q̃(ω) over C is

p̃(ω)

q̃(ω)
=

N∑

k=0

(−1)ktkω
N−k

N+1∑

k=0

(−1)kskω
N+1−k

=

N∑

j=0

rj
1

ω−ωj
=

N∑

j=0

rj

N∏

k=0
k 6=j

(ω−ωk)

N∏

j=0

(ω−ωj)

.

In the right most expression, the coefficient of the highest degree monomial is
∑N

j=0 rj ,
while the coefficient of the same monomial in p̃(ω) on the left is t0=1. Therefore, we

have 1=
∑N

j=0 rj , and combining this with Equation (4.3), we obtain

I1=
∫ ∞

0

Ψ(ω)ω. =π,

as claimed in Equation (2.7). This result is independent of the positive τn’s and of
N,b,c.
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Remark 4.1. We remark that the above result about the variance of the stationary
distribution, E[Y (0)2]= c2, gives a natural rescaling the Gaussian process Y (t) to an-
other Gaussian process Ỹ that has unit variance. In other words, we seek Ỹ (t) and a
modified GLE so that the stationary solution satisfies E[Ỹ (0)2]=1. To do so, we define
t := t̃/

√
b, cỸ (t̃) :=Y (t), K̃(t̃)=K(t) and we substitute it into the GLE (2.1). After

dropping the tilde, Equations (2.1) and (2.3) become

Y. (t)

t.
=−K+⋆Y (t)+F (t) E[F (t)F (s)]=K(t−s) K(t)=

1

N

N−1∑

n=0

e
− |t|√

bτn .

This illustrates that under appropriate rescaling, Equation (2.1) can be written as a
parameterless GLE.

5. Covariance

In order to apply Theorem 3.1 to I2(s) in Equation (2.10), we change variable and
let y= sω to get

I2(s)= s

∫ ∞

0

Ψ
(y
s

)
sinc2(y)y. = s

∫ ∞

0

Ψs(y)sinc
2(y)y. ,

where Fs(y)=F (y/s). Let yj , j=0, . . .,N denote the simple poles of Ψs(y). From the
definitions of Ψs(y) and Ψ(ω), it follows that if yj is a pole of Ψs(y), then ωj = yj/s
is a pole of Ψ(ω), j=0, . . .,N . Since s> 0, the poles are in the upper-half plane and
by construction and Proposition 3.2, Ψs(y) satisfies the assumptions of Theorem 3.1.
Thus, we calculate the residues of Ψs(y) at yj , j=0, . . .,N . We obtain

Res(Ψs,yj)= lim
y→yj

(y−yj)Ψs(y)= sRes(Ψ,ωj). (5.1)

Since Res(Ψ,ωj)=Res(Ψ,ωj) for j=0, . . .,N and all γ, and Ψs(0)=Ψ(0), Equation 3.3
with a=2 yields

I2(s)= s
π

2


Ψ(0)+

N∑

j=0

Im

(
Res(Ψs,yj)

y2j

(
e2ıyj −1

)
)
.

Substituting Equation (5.1) into the previous expression, we find

I2(s)=
π

2


sΨ(0)+

N∑

j=0

Im

(
Res(Ψ,ωj)

ω2
j

(
e2ısωj −1

)
)
 , (5.2)

where the residues are given by Equation (4.2). Unfortunately, no further simplifications
of Equation (5.2) were found in the general case or in the γ small and large limits. We
therefore discuss how this result can be used to numerically evaluate I2(s) for our
specific GLEs.

5.1. Application. We consider again the GLEs (1.3) and (1.5) with a general-
ized Rouse kernel (1.4). Recall that in this case c=

√
kBT/m (units of length per time),

b=γp/(τavgm) (units of inverse time squared), and γp=6πηpa. From the constitutive
relationship of linear viscoelasticity [6] applied to the generalized Rouse kernel, we have
ηp=G0τavg, where G0 is the mean stress. Plugging in yields b=6πaG0/m, in other
words b is independent of N , the number of kernels. We choose µm as unit of length,
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ms as unit of time, and mg as unit of mass. Polysterene bead tracers have a density of
about 1.05×10−9mgµm−3 close to that of water and a radius varying between 0.5µm
to 4 µm. For illustrative purpose, we choose r=2µm and calculate the mass as that of a
sphere with the above density. Further, we set G0=1×10−6mgµm−1ms−2. This choice
means that if N =1, then ηp is the same as the viscosity of water, while ηp for N =20
is about 32 times the viscosity of water. With these choices, γ ranges from 53.5ms−2

to 1×103ms−2. Finally, we set τ0=1ms.

(a) N =1. (b) N =30.

Fig. 5.1: Plot of the integrand Ψ(ω)sin2(ωs)/ω2 for the generalized Rouse kernel with N =1 (left)
and N =30 (right) evaluated at s=1ms, 10ms and 100ms. As s increases the number of oscillations
in the envelope (purple) Ψ(ω)/ω2 increases.

To compute the covariance of the position process X(t), one as to evaluate
I2=

∫∞

0
Ψ(ω)sin2(ωs)/ω2s. as discussed in Section 2. Figure 5.1 shows the integrand,

Ψ(ω)sin2(ωs)/ω2 as a function of ω for increasing values of s. The envelope is simply
Ψ(ω)/ω2. As s increases, the number of oscillations in the envelope increases drastically.
We also note that the scale of y-axis in Figure 5.1 are different, which is to be expected
from the construction of Ψ(ω).

The two factors affecting the numerical evaluation of I2(s) using an adaptive scheme
are the number of subintervals required as s increases and the cut-off of the integral at
a large enough value to ensure accuracy. Table 5.1 shows a comparison between the
computation time required for a numerical approximation of I2(s) using an adaptive
scheme and using Equation (5.2) to the same accuracy. The adaptive scheme is the
built-in function integral in Matlab R2015b. The new scheme uses Equation (5.2) to
get a numerical approximation for I2(s) provided that the poles ω0, . . . ,ωN can be found
numerically. This last requirement naturally constrains how big N+1, the degree of the
polynomial whose roots we are looking for, can be. However, for practical purposes, as
N gets large the discrete relaxation spectrum can be replaced by a continuous spectrum
and restricting ourselves to N ≤ 20 is reasonable. For sanity check, the information
about the location of the roots for γ small and large gained in Appendix B is used to
check the numerically computed roots and equipartition of energy (or the sum of the
residues equals −ı) is checked. The algorithm goes as follows.

(a) s∈ [0,10]. (b) s∈ [0,100].

Fig. 5.2: Plot of I2(s) for the generalized Rouse kernel for short time s∈ [0,10] (left) and s∈ [0,100]
(right) for N=1, 5, 10 and 20.

(1) Let γ= b/N and

λn=
1

τ0

(
1− n

N

)2
n=0, . . .,N−1 p(x)=

N−1∏

n=0

(x+λn) q(x)=xp(x)+γp′(x).

(2) Find −z1, . . . ,−zM+1 the roots of q(x). Let ωj =ızj, j=0, . . .,N+1.

(3) Construct the symmetric polynomials t0, . . . ,tN for the polynomial with roots

iλn, n=0, . . .,N−1 such that p(ıω)= ıN
∑N

j=0(−1)jωN−jtj .
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Adaptive Residue
N =1 13 s 0.05 s
N =5 23 s 0.01 s
N =10 24 s 0.006 s
N =20 25 s 0.005 s

Table 5.1: Comparison of the computation times of I2(s) at sj = j/100, j=0, . . .,100 between the
Matlab R2015b built-in Integral adaptive scheme (left) and the residue algorithm described above
(right) for N =1, 5, 10 and 20. The speed-up is due to the fact that the residues are only computed
once independently of s.

(4) Construct s0, . . . ,sN+1 such that q(ıω)= ıN+1
∑N+1

j=0 (−1)jωN+1−jsj using the
recurrence (3.8):

s0=1 s1= t1 sj = tj−γ(N−j+2)tj−2 for 2≤ j≤N sN+1=−γtN−1.

(5) Evaluate the residues for j=0, . . .,N with Equation (4.2):

Res(Ψ,ωj)=
1

ı

∑N
k=0(−1)ktkω

N−k
j∑N

k=0(−1)ksk(N+1−k)ωN−k
j

.

(6) Evaluate the integral with Equation (5.2):

I2(s)=
π

2


s 2tN

ıγtN−1
+

N∑

j=0

Im

(
Res(Ψ,ωj)

ω2
j

(
e2ısωj −1

)
)
 .

Most of the computation time of the above algorithm is spent in Steps 2 and 3, but
these steps are independents of s and can therefore be precomputed. Evaluating Step
6 for each s is then fast. On the other hand, an adaptive scheme spends most of its
computation time evaluating the integral for each desired s and since the integrand
changes drastically as s each increases (see Figure 5.1), no information from a smaller s
can be used in determining how many subintervals are needed. The expected speed-up
of our algorithm over an adaptive scheme is summarized in Table 5.1. We note that the
times were only computed for s up to 100ms. In practice, one would want to find the
covariance of X(t), and thus generate paths, for a couple of seconds.

Finally, Figure 5.2 shows I2(s) for N =1, 5, 10 and 20 for small s (left) and large
s (right). We note that the y-axis are different between the two plots. For small s
(left), the plot shows oscillations which is an effect of inertia in the system [9]. We
also remark the strong difference between N =1 and N =5 and the smaller difference
between N =10 and N =20. The latter is a further justification to limiting ourselves to
maximum N of order 20-30.

6. Conclusion

We have derived a closed formulae for the improper integration along the positive
line of the product of an even rational function Ψ(ω) of sufficient degree and without
any real zeros and an even power of the sinc function using the residue theorem. The
resulting expression is a sum over the residues of the a-priori known or numerically
evaluated simple poles of Ψ(ω) and arises using the trigonometric power expansion of
sina(x) for a even. It shows that

∫∞

0
Ψ(ω)sinca(ω)x. is finite and can be analytically

calculated. A natural application of the integral result is used to show that the velocity
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process of a particle that is described by a Generalized Langevin Equation with an
exponentially decaying kernel satisfies equipartition of energy, independently of the
number of kernels, of the relaxation times, and of the coefficient in the GLE. A further
application yielded an analytical expression for evaluating Ψ(ω)sin2(ωs)/ω2 along the
positive real line as a function of s. When applied to the Rouse kernel, this latest result
gave a numerical algorithm for a fast and accurate computation of the covariance of the
position process without relying on an adaptive scheme. The integrals discussed in this
paper cannot be computed using standard techniques like partial fraction decomposition
or Fourier transforms. Finally, the numerical algorithm is limited by the computation
of the roots of a (possibly) high degree polynomial, but the gain in computation time
supersede such a limitation.

We have only considered a GLE where the solvent viscosity is zero and which is
driven solely by a Gaussian process. However, our method, and in particular the proof
of equipartition of energy, can be extended to a stochastic differential equation which
includes both solvent and polymer viscosity and is driven by a Gaussian process F (t)
and a time white noise Ẇ (t). This model corresponds to a fluid satisfying the Oldroyd-B
constitutive equation. Our results can also be naturally applied to a generalized Rouse
kernel, where the exponent 2 in the definition of the τn’s is replaced by α. An interesting
question is then how to extend the proof of equipartition of energy to a kernel that does
not have equally weighted coefficients 1/N .

While we have only presented the integration result for a even, the residue method
applies to a odd as well. The only differences being that the odd series expansion of
sina(x) is required, as well as the analog of Proposition 3.1 with cos(mx) replaced by
sin(mx) is needed. Furthermore, integrands of the form Ψ(ω)sina(x)/xb can also be
treated with the residue calculus method described in this paper. In this case, the only
adjustments are in the stopping point of the Taylor series of the exponential in the proof
of Proposition 3.1 and the resulting adjustments in the statement of Theorem 3.1.

Appendix A. Proof of Proposition 3.1. Consider the contours of integration
sketched in Figure 3.1. We show that Equation (3.1) holds by applying the residue

theorem to the function Ψ(z) e
imz

za on C+ and Ψ(z) e
−imz

za on C−.

Since, the only singularities of the integrand Ψ(z) e
imz

za in C+ are the pole of Ψ(z), we
apply the residue theorem to obtain

∮

C+

Ψ(z)
eımz

za
z. =2πı

M∑

j=1

Res(Ψ,zj)
eımzj

zaj
. (A.1)

Now, we consider each path integral on the semi-circles Γ+
R and Γr individually and

bound them accordingly for R→∞ and r→0. Since 2M =deg(q)≥deg(p)+2, there
exists some constant C> 0 so that |Ψ(z)| is bounded on Γ+

R by C|z|−2. Therefore,

∣∣∣∣
∫

Γ+

R

Ψ(z)
eımz

za
z.

∣∣∣∣≤
∫ π

0

C

Ra+1
θ. =

Cπ

Ra+1
=O

(
1

Ra+1

)
a≥ 0. (A.2)

On Γr, we expand eimz as its Taylor series and write

eımz =

a−1∑

j=0

(ımz)j

j!
+(ımz)a

∞∑

j=0

(ımz)j

(j+m)!
.
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After dividing by za, the leading order term in the above infinite sum is O(1) so that
the path integral over Γr is at least O(r). Therefore, the integral over −Γr becomes

−
∫

Γr

Ψ(z)
eımz

za
z. =−

a−1∑

j=0

(ım)j

j!

∫

Γr

Ψ(z)
1

za−j
z. +O(r). (A.3)

Next, breaking up the path integral over C+ into its four piecewise components in
Equation (A.1) and using Equations (A.2) and (A.3) we arrive at

2πı

M∑

j=1

Res(Ψ,zj)
eımzj

zaj
=

∫ −r

−R

Ψ(x)
eımx

xa
x. +

∫ R

r

Ψ(x)
eımx

xa
x.

−
a−1∑

j=0

(ım)j

j!

∫

Γr

Ψ(z)
1

za−j
z. +O

(
r+

1

Ra+1

)
. (A.4)

We now follow a similar procedure and apply the residue theorem to the function

Ψ(z) e
−imz

za and the contour C−. The contour now contains the pole of order a of 1/za

at z=0 and the singularities of Ψ(z) with negative imaginary parts. Since Ψ(z) is a
rational polynomial functions, the poles of Ψ(z) are simply z̄j , j=1, . . .,M . Therefore,
by the residue theorem, we have

∮

C−
Ψ(z)

e−ımz

za
z. =2πı

M∑

j=1

Res(Ψ, z̄j)
e−ımz̄j

z̄aj
+2πıΨ(0)Res

(
e−ımz

za
,0

)
. (A.5)

Again, we estimate the path integrals over the semi-circles Γ−
R and Γr. On Γ−

R, the
integral is O

(
1

Ra+1

)
by the exact same argument as for the integral over Γ+

R. On Γr, we
proceed as before and expand e−imz as its Taylor series. We find for the path integral

∫

Γr

Ψ(z)
e−ımz

za
z. =

a−1∑

j=0

(−1)j(ım)j

j!

∫

Γr

Ψ(z)
1

za−j
z. +O(r). (A.6)

Therefore, breaking up the path integral over C− into its four piecewise components in
Equation (A.5), using Equation (A.6) and the bound on Γ−

R yield

2πı

M∑

j=1

Res(Ψ, z̄j)
e−ımz̄j

z̄aj
+2πıΨ(0)Res

(
e−ımz

za
,0

)

=−
∫ −r

−R

Ψ(x)
e−ımx

xa
x.−
∫ R

r

Ψ(x)
e−ımx

xa
x.

+
a−1∑

j=0

(−1)j(ım)j

j!

∫

Γr

Ψ(z)
1

za−j
z. +O

(
r+

1

Ra+1

)
. (A.7)

The last step is to calculate the residue of e−imz/za at z=0. Because z=0 is a pole of
order a of 1/za, by definition, the residue is

Res

(
e−ımz

za
,0

)
=

1

(a−1)!
.a−1

z.
a−1

(
e−ımz

)∣∣∣∣
z=0

=− (ım)a−1

(a−1)!
. (A.8)
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Finally, plugging Equation (A.8) into Equation (A.7), we find

2πı

[ M∑

j=1

Res(Ψ, z̄j)
e−ımz̄j

z̄aj
+

(−ım)a−1Ψ(0)

(a−1)!

]

=−
∫ −r

−R

Ψ(x)
e−ımx

xa
x.−
∫ R

r

Ψ(x)
e−ımx

xa
x.

+
a−1∑

j=0

(−1)j(ım)j

j!

∫

Γr

Ψ(z)
1

za−j
z. +O

(
r+

1

Ra+1

)
. (A.9)

The equality (3.1) follows by subtraction Equation (A.9) from Equation (A.4) and
combining the complex exponential into cosines.

Appendix B. Location of the roots. We discuss the location of the zeros of
q(ıω)= ıωp(ıω)+γp′(ıω) in the cases when γ≪1 and γ≫1.
First, if γ≪1, we expand ω=ω0+γω1, a zero of q(ıω)= ıωp(ıω)+γp′(ıω), to linear
order in γ. Plugging in these definitions, using Taylor series, and comparing terms, we
have for the O(1) and O(γ) terms

O(1) : ω0=0 or ω0=ıλn n=0, . . .,N−1 and

O(γ) : ω1=ı
p′(ıω0)

ıω0p′(ıω0)+p(ıω0)
, respectively.

Therefore, for γ≪1 and up to order O(γ2), the roots of q(ıω) are all imaginary with
positive imaginary parts. They are given by

ωn=ı

[
λn−γ

1

λn

]
n=0, . . .,N−1 ωN =ı

[
γ
p′(0)

p(0)

]
.

Second, if γ=1/ε≫1, we let ω=ω0+εω1 and we note that q(ıω) can be rewritten as
q(ıω)= 1

ε [εıωp(ıω)+p′(ıω)]. Therefore, we seek a zero of εıωp(ıω)+p′(ıω). Using Taylor
series and comparing terms, we find for the O(1) and O(γ) terms

O(1) : ω0=ıκn p′(−κn)=0 n=0, . . .,N−2, and

O(ε) : ω1=−ıκ
p(−κn)

p′′(−κn)
n=0, . . .,N−2, respectively.

Since there are only N−1 zeroes of p′(x) and the degree of q(x) is N+1, we are missing
a pair of complex conjugate roots. It can be found by letting ω=ω0+εδω1 with δ< 0
and looking for the highest possible power in ε. Plugging in and gathering term, we
find that δ=−1/2. Consequently, the two highest powers in 1/ε upon substitution in
εq(ıω) are (N−1)/2 and (N−2)/2. We find

O(ε−(N−1)/2) : ω1=±
√
N, and O(ε−(N−2)/2) : ω0=

ı

2N

N∑

n=1

λn.

Thus, for γ=1/ε≫1 and up to order O(ε), the roots of εq(ıω) are

ωn=ıκn, p
′(−κn)=0, n=0, . . .,N−2 ωN−1,N =

ı

2N

N∑

n=1

±
√

N

ε
. (B.1)
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