1 Introduction

We have done several examples of using least squares approximations to find the best fit line through a collection of point in the plane.

Here is a quick refresher, along with some Maple code to visualize.

First, it will be helpful to have the Linear Algebra package loaded:

\[
\text{with}(\text{Linear Algebra}) : \\
\text{Consider the three points } (0, 1), (1, 2.1), (2, 3.9). \text{ If these points lie on a line } y = mx + b\text{ then}
\]

\[
\begin{pmatrix}
0 & 1 \\
1 & 1 \\
2 & 1
\end{pmatrix}
\begin{pmatrix}
m \\
b
\end{pmatrix}
= 
\begin{pmatrix}
1 \\
2.1 \\
3.9
\end{pmatrix}
\]

These points, however, do not all lie on a common line. To find the best fit line using the least squares approximation method, multiply both sides of the equation by \( A^T \) and solve.

\[
A^T A \begin{pmatrix} m \\ b \end{pmatrix} = A^T \begin{pmatrix} 1 \\ 2.1 \\ 3.9 \end{pmatrix}
\]

\[
\begin{pmatrix} m \\ b \end{pmatrix} = (A^T A)^{-1} A^T \begin{pmatrix} 1 \\ 2.1 \\ 3.9 \end{pmatrix} = \frac{1}{6} \begin{pmatrix} 8.7 \\ 5.3 \end{pmatrix}
\]

The best fit line is \( y = \frac{8.7}{6} x + \frac{5.3}{6} \).

Plot this in Maple with the following commands:

\[
\text{Points} := \left[ [0, 1], [1, 2.1], [2, 3.9] \right] ; \\
y := \frac{8.7}{6} x + \frac{5.3}{6} ; \\
\text{plot}([\text{Points}, y], x = -1..3, \text{color} = [\text{red}, \text{blue}], \text{style} = [\text{point}, \text{line}]) ;
\]
2 Best fit line

Let’s try this again with a larger data set. Get the three files “DataSet1.txt”, “DataSet2.txt”, and “DataSet3.txt” from the course webpage and save them in your home directory (or somewhere else that you can find them).

In Maple enter

\[
\text{datadir} := \\
\text{pathtothedatafiles};
\]
\[
\text{DataSet1} := \text{readdata(cat(datadir,"DataSet1"),2)};
\]

Take a look at this set of point by plotting them:

\[
\text{plot(DataSet1, x = 0..10, color = red, style = point)};
\]

You should see a sequence of points that look approximately linear. Find the best fit line by least squares approximation.

At present, the data is in a list of lists. Make it a matrix by

\[
M := \text{Matrix(DataSet1)};
\]

However, \(M\) is not the matrix that we usually call \(A\). Column 1 of \(M\) is column 1 of \(A\), but column 2 of \(A\) should be all 1’s, while column 2 of \(M\) is what we usually call \(b\).

We can pick out a column of \(M\) by multiplying by a vector. \(M. < 1, 0 >\) is the first column of \(M\), and \(M. < 0, 1 >\) is the second column of \(M\).

Do the following steps to get our usual setup (specify \(n\), it should be the number of rows of \(M\)):

\[
b := M. < 0, 1 >;
\]
\[
A := < M. < 1, 0 > | \text{Vector(column, n, 1)} >;
\]

Now we can find the slope and \(y\)–intercept of the best fit line:

\[
(A^+.A)^{-1}.A^+.b
\]

Plot the points of the data set along with the best fit line.

3 Parabola

Repeat these steps for DataSet2 (but use names other than \(M\), \(A\) and \(b\), maybe \(M2, A2\) and \(b2\)). Notice when the points are first plotted they do not look approximately linear, they look parabolic. Find the best fit parabola using the least squares approximation.

This time the matrix \(A2\) should have all 1’s in the third column, the \(x\)–coordinates of the points in the second column, and the squares of the \(x\)–coordinates in the first column.

Here is a Maple command that achieves this easily (you need to specify \(n\)):

\[
A2 := < \text{map}(x -> x^2, M2. < 1, 0 > | M2. < 1, 0 > | \text{Vector(column, n, 1)} >);
\]

This syntax will be useful again, so let’s understand what it says. It defines \(A2\) to be a three column matrix. The third column is a column vector of dimension \(n\) whose entries are all 1. The second column is the column vector which results from multiplying the matrix \(M2\) by the column vector \(< 1, 0 >\), which picks out the first column of \(M2\). The first column is the one which is new, it uses the \(\text{map}\) function, which applies an operation to all the entries of the input. In this case, the input is the column vector \(M2. < 1, 0 >\), the first column of \(M2\). The operation is “square each entry” by applying the function \(x^2\).

4 Logarithm

Now try DataSet3, which is the height/weight data. This data should satisfy a power rule:

\[
\text{weight} = k \cdot \text{height}^n
\]

for some constants \(k\) and \(n\). Take the logarithm of each side to make this a linear equation. Find the best fit line for the log data. Plot the data set along with the function \(k \cdot x^n\) for the appropriate \(k\) and \(n\).

According to this model, what would be the weight of a person whose height is 5’10”?