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Chapter 1

The Real Numbers

This course has two goals: (1) to develop the foundations that underlie calculus and all of post calculus mathematics, and (2) to develop students’ ability to understand definitions and proofs and to create proofs of their own – that is, to develop students’ mathematical sophistication.

The typical freshman and sophomore calculus courses are designed to teach the techniques needed to solve problems using calculus. They are not primarily concerned with proving that these techniques work or teaching why they work. The key theorems of calculus are not really proved, although sometimes proofs are given which rely on other reasonable, but unproved assumptions. Here we will give rigorous proofs of the main theorems of calculus. To do this requires a solid understanding of the real number system and its properties. This first chapter is devoted to developing such an understanding.

Our study of the real number system will follow the historical development of numbers: We first discuss the natural numbers or counting numbers (the positive integers), then the integers, followed by the rational numbers. Finally, we discuss the real number system and the property that sets it apart from the rational number system – the completeness property. The completeness property is the missing ingredient in most calculus courses. It is seldom discussed, but without it, one cannot prove the main theorems of calculus.

The natural numbers can be defined as a set satisfying a very simple list of axioms – Peano’s axioms. All of the properties of the natural numbers can be proved using these axioms. Once this is done, the integers, the rational numbers, and the real numbers can be constructed and their properties proved rigorously. To actually carry this out would make for an interesting, but rather tedious course. Fortunately, that is not the purpose of this course. We will not give a rigorous construction of the real number system beginning with Peano’s axioms, although we will give a brief outline of how this is done. However, the main purpose of this chapter is to state the properties that characterize the real number system and develop some facility at using them in proofs. The rest of the course will be devoted to using these properties to develop rigorous proofs of the main theorems of calculus.
1.1 Sets and Functions

We precede our study of the real numbers with a brief introduction to sets and functions and their properties. This will give us the opportunity to introduce the set theory notation and terminology that will be used throughout the text.

Sets

A set is a collection of objects. These objects are called the elements of the set. If \( x \) is an element of the set \( A \), then we will also say that \( x \) belongs to \( A \) or \( x \) is in \( A \). A shorthand notation for this statement that we will use extensively is \( x \in A \).

Two sets \( A \) and \( B \) are the same set if they have the same elements – that is, if every element of \( A \) is also an element of \( B \) and every element of \( B \) is also an element of \( A \). In this case, we write \( A = B \).

One way to define a set is to simply list its elements. For example, the statement

\[
A = \{1, 2, 3, 4\}
\]

defines a set \( A \) which has as elements the integers from 1 to 4.

Another way to define a set is to begin with a known set \( A \) and define a new set \( B \) to be all elements \( x \in A \) that satisfy a certain condition \( Q(x) \). The condition \( Q(x) \) is a statement about the element \( x \) which may be true for some values of \( x \) and false for others. We will denote the set defined by this condition as follows:

\[
B = \{x \in A : Q(x)\}.
\]

This is mathematical shorthand for the statement “\( B \) is the set of all \( x \) in \( A \) such that \( Q(x) \)”.

Example 1.1.1. Describe the set \((0,3)\) of all real numbers greater than 0 and less than 3 using set notation.

Solution: In this case the statement \( Q(x) \) is the statement “\( 0 < x < 3 \)”.

Thus,

\[
(0,3) = \{x \in \mathbb{R} : 0 < x < 3\}.
\]

A set \( B \) is a subset of a set \( A \) if \( B \) consists of some of the elements of \( A \) – that is, if each element of \( B \) is also an element of \( A \). In this case, we use the shorthand notation

\[
B \subset A.
\]

Of course, \( A \) is a subset of itself. We say \( B \) is a proper subset of \( A \) if \( B \subset A \) and \( B \neq A \).
1.1. SETS AND FUNCTIONS

For example, the open interval $(0, 3)$ of the preceding example is a proper subset of the set $\mathbb{R}$ of real numbers. It is also a proper subset of the half open interval $(0, 3]$ – that is, $(0, 3) \subset (0, 3]$, but the two are not equal because the second contains 3 and the first does not.

There is one special set that is a subset of every set. This is the empty set $\emptyset$. It is the set with no elements. Since it has no elements, the statement that “each of its elements is also an element of $A$” is true no matter what the set $A$ is. Thus, by the definition of subset,

$$\emptyset \subset A$$

for every set $A$.

If $A$ and $B$ are sets, then the intersection of $A$ and $B$, denoted $A \cap B$, is the set of all objects that are elements of $A$ and of $B$. That is,

$$A \cap B = \{ x : x \in A \text{ and } x \in B \}.$$  

Similarly, the union of $A$ and $B$, denoted $A \cup B$, is the set of objects which are elements of $A$ or elements of $B$ (possibly elements of both). That is,

$$A \cup B = \{ x : x \in A \text{ or } x \in B \}.$$  

**Example 1.1.2.** If $A$ is the closed interval $[-1, 3]$ and $B$ is the open interval $(1, 5)$, describe $A \cap B$ and $A \cup B$.

**Solution:** $A \cap B = (1, 3]$ and $A \cup B = [-1, 5)$.

If $\mathcal{A}$ is a (possibly infinite) collection of sets, then the intersection and union of the sets in $\mathcal{A}$ are defined to be

$$\bigcap \mathcal{A} = \{ x : x \in A \text{ for all } A \in \mathcal{A} \}$$

and

$$\bigcup \mathcal{A} = \{ x : x \in A \text{ for some } A \in \mathcal{A} \}.$$  

Note how crucial the distinction between “for all” and “for some” is in these definitions.
The intersection \( \bigcap A \) is also often denoted
\[
\bigcap_{A \in A} A \quad \text{or} \quad \bigcap_{s \in S} A_s
\]
if the sets in \( A \) are indexed by some index set \( S \). Similar notation is often used for the union.

**Example 1.1.3.** If \( A \) is the collection of all intervals of the form \([s, 2]\) where \( 0 < s < 1 \), find \( \bigcap A \) and \( \bigcup A \).

**Solution:** A number \( x \) is in the set
\[
\bigcap A = \bigcap_{s \in (0, 1)} [s, 2]
\]
in and only if
\[
s \leq x \leq 2 \quad \text{for every positive} \ s < 1. \tag{1.1.1}
\]
Clearly every \( x \) in the interval \([1, 2]\) satisfies this condition. We will show that no points outside this interval satisfy (1.1.1).

Certainly an \( x > 2 \) does not satisfy (1.1.1). If \( x < 1 \), then \( s = x/2 + 1/2 \) (the midpoint between \( x \) and 1) is a number less than 1 but greater than \( x \), and so such an \( x \) also fails to satisfy (1.1.1). This proves that
\[
\bigcap A = [1, 2].
\]

A number \( x \) is in the set
\[
\bigcup A = \bigcup_{s \in (0, 1)} [s, 2]
\]
in and only if
\[
s \leq x \leq 2 \quad \text{for some positive} \ s < 1. \tag{1.1.2}
\]
Every such \( x \) is in the interval \((0, 2]\). Conversely, we will show that every \( x \) in this interval satisfies (1.1.2). In fact, if \( x \in [1, 2] \), then \( x \) satisfies (1.1.2) for every \( s < 1 \). If \( x \in (0, 1) \), then \( x \) satisfies 1.1.2 for \( s = x/2 \). This proves that
\[
\bigcup A = (0, 2].
\]

If \( B \subset A \), then the set of all elements of \( A \) which are not elements of \( B \) is called the **complement** of \( B \) in \( A \). This is denoted \( A \setminus B \). Thus,
\[
A \setminus B = \{ x \in A : x \notin B \}.
\]

Here, of course, the notation \( x \notin B \) is shorthand for the statement “\( x \) is not an element of \( B \)”.

If all the sets in a given discussion are understood to be subsets of a given **universal set** \( X \), then we may use the notation \( B^c \) for \( X \setminus B \) and call it simply the **complement** of \( B \). This will often be the case in this course, with the universal set being the set \( \mathbb{R} \) of real numbers or, in later chapters, real \( n \) dimensional space \( \mathbb{R}^n \) for some \( n \).
Example 1.1.4. If $A$ is the interval $[-2, 2]$ and $B$ is the interval $[0, 1]$, describe $A \setminus B$ and the complement $B'$ of $B$ in $\mathbb{R}$.

Solution: We have
\[
A \setminus B = [-2, 0) \cup (1, 2] = \{x \in \mathbb{R} : -2 \leq x < 0 \text{ or } 1 < x \leq 2\},
\]
while
\[
B' = (-\infty, 0) \cup (1, \infty) = \{x \in \mathbb{R} : x < 0 \text{ or } 1 < x\}.
\]

Theorem 1.1.5. If $A$ and $B$ are subsets of a set $X$ and $A'$ and $B'$ are their complements in $X$, then
\begin{align*}
(a) \quad (A \cup B)' &= A' \cap B' \quad \text{and} \\
(b) \quad (A \cap B)' &= A' \cup B'.
\end{align*}

Proof. We prove (a) first. To show that two sets are equal, we must show that they have the same elements. An element of $X$ belongs to $(A \cup B)'$ if and only if it is not in $A \cup B$. This is true if and only if it is not in $A$ and it is not in $B$. By definition this is true if and only if $x \in A' \cap B'$. Thus, $(A \cup B)'$ and $A' \cap B'$ have the same elements and, hence, are the same set.

If we apply part (a) with $A$ and $B$ replaced by $A'$ and $B'$ and use the fact that $(A')' = A$ and $(B')' = B$, the result is
\[
(A' \cup B')' = A \cap B.
\]
Part (b) then follows if we take the complement of both sides of this identity. \(\square\)

A statement analogous to Theorem 1.1.5 is true for unions and intersections of collections of sets (Exercise 1.1.7).

Two sets $A$ and $B$ are said to be disjoint if $A \cap B = \emptyset$. That is, they are disjoint if they have no elements in common. A collection $\mathcal{A}$ of sets is called a pairwise disjoint collection if $A \cap B = \emptyset$ for each pair $A, B$ of distinct sets in $\mathcal{A}$.

Functions
A function $f$ from a set $A$ to a set $B$ is a rule which assigns to each element $x \in A$ exactly one element $f(x) \in B$. The element $f(x)$ is called the image of $x$ under $f$ or the value of $f$ at $x$. We will write
\[
f : A \to B
\]
to indicate that $f$ is a function from $A$ to $B$. The set $A$ is called the domain of $f$. If $E$ is any subset of $A$ then we write
\[
f(E) = \{f(x) : x \in E\}
\]
and call $f(E)$ the image of $E$ under $f$.

We don’t assume that every element of $B$ is the image of some element of $A$. The set of elements of $B$ which are images of elements of $A$ is $f(A)$ and is
called the \textit{range} of $f$. If every element of $B$ is the image of some element of $A$ (so that the range of $f$ is $B$), then we say that $f$ is \textit{onto}.

A function $f : A \rightarrow B$ is is said to be \textit{one-to-one} if, whenever $x, y \in A$ and $x \neq y$, then $f(x) \neq f(y)$ — that is, if $f$ takes distinct points to distinct points.

If $g : A \rightarrow B$ and $f : B \rightarrow C$ are functions, then there is a function $f \circ g : A \rightarrow C$, called the \textit{composition} of $f$ and $g$, defined by

$$f \circ g(x) = f(g(x)).$$

Since $g(x) \in B$ and the domain of $f$ is $B$, this definition makes sense.

If $f : A \rightarrow B$ is a function and $E \subset B$, then the \textit{inverse image} of $E$ under $f$ is the set

$$f^{-1}(E) = \{ x \in A : f(x) \in E \}.$$ 

That is, $f^{-1}(E)$ is the set of all elements of $A$ whose images under $f$ belong to $E$.

Inverse image behaves very well with respect to the set theory operations, as the following theorem shows.

\textbf{Theorem 1.1.6.} If $f : A \rightarrow B$ is a function and $E$ and $F$ are subsets of $B$, then

(a) $f^{-1}(E \cup F) = f^{-1}(E) \cup f^{-1}(F)$;

(b) $f^{-1}(E \cap F) = f^{-1}(E) \cap f^{-1}(F)$; and

(c) $f^{-1}(E \setminus F) = f^{-1}(E) \setminus f^{-1}(F)$ if $F \subset E$.

\textit{Proof.} We will prove (a) and leave the other two parts to the exercises.

To prove (a), we will show that $f^{-1}(E \cup F)$ and $f^{-1}(E) \cup f^{-1}(F)$ have the same elements. If $x \in f^{-1}(E \cup F)$, then $f(x) \in E \cup F$. This means that $f(x)$ is in $E$ or in $F$. If it is in $E$, then $x \in f^{-1}(E)$. If it is in $F$, then $x \in f^{-1}(F)$. In either case, $x \in f^{-1}(E) \cup f^{-1}(F)$. This proves that every element of $f^{-1}(E \cup F)$ is an element of $f^{-1}(E) \cup f^{-1}(F)$.

On the other hand, if $x \in f^{-1}(E) \cup f^{-1}(F)$, then $x \in f^{-1}(E)$, in which case $f(x) \in E$, or $x \in f^{-1}(F)$, in which case $f(x) \in F$. In either case, $f(x) \in E \cup F$, which implies $x \in f^{-1}(E \cup F)$. This proves that every element of $f^{-1}(E) \cup f^{-1}(F)$ is also an element of $f^{-1}(E \cup F)$. Combined with the previous paragraph, this proves that the two sets are equal. \hfill $\Box$

Image does not behave as well as inverse image with respect to the set operations. The best we can say is the following:

\textbf{Theorem 1.1.7.} If $f : A \rightarrow B$ is a function and $E$ and $F$ are subsets of $A$, then

(a) $f(E \cup F) = f(E) \cup f(F)$;

(b) $f(E \cap F) \subset f(E) \cap f(F)$;

(c) $f(E) \setminus f(F) \subset f(E \setminus F)$ if $F \subset E$. 

Proof. We will prove (c) and leave the others to the exercises.

To prove (c), we must show that each element of \( f(E \setminus F) \) is also an element of \( f(E) \setminus f(F) \). If \( y \in f(E \setminus F) \), then \( y = f(x) \) for some \( x \in E \) and \( y \) is not the image of any element of \( F \). In particular, \( x \notin F \). This means that \( x \in E \setminus F \) and so \( y \in f(E \setminus F) \). This completes the proof.

The above theorem cannot be improved. That is, it is not in general true that \( f(E \cap F) = f(E) \cap f(F) \) or that \( f(E) \setminus f(F) = f(E \setminus F) \) if \( F \subset E \). The first of these facts is shown in the next example. The second is left to the exercises.

Example 1.1.8. Give an example of a function \( f : A \to B \) for which there are subsets \( E, F \subset A \) with \( f(E \cap F) \neq f(E) \cap f(F) \).

Solution: Let \( A \) and \( B \) both be \( \mathbb{R} \) and let \( f : A \to B \) be defined by

\[
f(x) = x^2.
\]

If \( E = (0, \infty) \) and \( F = (-\infty, 0) \), then \( E \cap F = \emptyset \), and so \( f(E \cap F) \) is also the empty set. However, \( f(E) = f(F) = (0, \infty) \), and so \( f(E) \cap f(F) = (0, \infty) \) as well. Clearly \( f(E \cap F) \) and \( f(E) \cap f(F) \) are not the same in this case.

Exercise Set 1.1

1. If \( a, b \in \mathbb{R} \) and \( a < b \), give a description in set theory notation for each of the intervals \((a, b)\), \([a, b]\), \([a, b)\), and \((a, b]\) (see Example 1.1.1).

2. If \( A, B, \) and \( C \) are sets, prove that

\[
A \cap (B \cup C) = (A \cap B) \cup (A \cap C).
\]

3. If \( A \) and \( B \) are two sets, then prove that \( A \) is the union of a disjoint pair of sets, one of which is contained in \( B \) and one of which is disjoint from \( B \).

4. What is the intersection of all the open intervals containing the closed interval \([0, 1]\)?

5. What is the union of all of the closed intervals contained in the open interval \((0, 1)\)?

6. What is \( \bigcup \{\{n, n + 1\} : n \text{ is an integer}\} \)?

7. If \( A \) is a collection of subsets of a set \( X \), formulate and prove a theorem like Theorem 1.1.5 for the intersection and union of \( A \).

8. Which of the following functions \( f : \mathbb{R} \to \mathbb{R} \) are one to one and which ones are onto. Justify your answer.

\[\text{(a) } f(x) = x^2;\]
(b) \( f(x) = x^3; \)
(c) \( f(x) = e^x. \)

9. Prove Part (b) of Theorem 1.1.6.

10. Prove Part (c) of Theorem 1.1.6.

11. Prove Part (a) of Theorem 1.1.7.

12. Prove Part (b) of Theorem 1.1.7.

13. Give an example of a function \( f : A \to B \) and subsets \( F \subset E \) of \( A \) for which \( f(E) \setminus f(F) \neq f(E \setminus F) \).

14. Prove that equality holds in Parts (b) and (c) of Theorem 1.1.7 if the function \( f \) is one-to-one.

15. Prove that if \( f : A \to B \) is a function which is one-to-one and onto, then \( f \) has an inverse function — that is, there is a function \( g : B \to A \) such that \( g(f(x)) = x \) for all \( x \in A \) and \( f(g(y)) = y \) for all \( y \in B \).

1.2 The Natural Numbers

The natural numbers are the numbers we use for counting, and so, naturally, they are also called the counting numbers. They are the positive integers \( 1, 2, 3, \ldots \).

The requirements for a system of numbers we can use for counting are very simple. There should be a first number (the number 1), and for each number there must always be a next number (a successor). After all, we don’t want to run out of numbers when counting a large set of objects. This line of thought leads to Peano’s axioms which characterize the system of natural numbers \( \mathbb{N} \):

\( \textbf{N1.} \) there is an element \( 1 \in \mathbb{N}; \)
\( \textbf{N2.} \) for each \( n \in \mathbb{N} \) there is a successor element \( n + 1 \in \mathbb{N}; \)
\( \textbf{N3.} \) 1 is not the successor of any element of \( \mathbb{N}; \)
\( \textbf{N4.} \) if two elements of \( \mathbb{N} \) have the same successor, then they are equal;
\( \textbf{N5.} \) if a subset \( A \) of \( \mathbb{N} \) contains 1 and is closed under succession (meaning \( n + 1 \in A \) whenever \( n \in A \)), then \( A = \mathbb{N}. \)

Everything we need to know about the natural numbers can be deduced from these axioms. That is, using only these axioms, one can define addition and multiplication of natural numbers and prove that they satisfy the usual arithmetic properties. One can also define the order relation on the natural
numbers and prove that it has the appropriate properties. To do all of this is not difficult, but it is tedious and time consuming. We won’t do this here, but we will assume that it can be done. In some of the examples at the end of this section and some of the exercises, we will explain a few of the steps that would be involved in such an undertaking.

Our main focus in this section will be on understanding how to use mathematical induction, a powerful technique that is a direct consequence of Axiom N5.

Induction

Axiom N5 above is often called the induction axiom, since it is the basis for mathematical induction. Mathematical induction is used in making definitions that involve a sequence of objects to be defined and in proving propositions that involve a sequence of statements to be proved. Here, by a sequence we mean a function whose domain is the natural numbers. Thus, a sequence of statements is an assignment of a statement to each \( n \in \mathbb{N} \). For example, “\( n(n + 1) \) is even” is a sequence of statements, one for each \( n \in \mathbb{N} \).

The following theorem states the mathematical induction principle as it applies to proving propositions.

**Theorem 1.2.1.** Suppose \( \{ P_n \} \) is a sequence of statements, one for each \( n \in \mathbb{N} \). These statements are all true provided

1. \( P_1 \) is true (the base case is true); and
2. whenever \( P_n \) is true for some \( n \in \mathbb{N} \), then \( P_{n+1} \) is also true (the induction step can be carried out).

**Proof.** Let \( A \) be the subset of \( \mathbb{N} \) consisting of those \( n \) for which \( P_n \) is true. Then hypothesis (1) of the theorem implies that \( 1 \in A \), while hypothesis (2) implies that \( n + 1 \in A \) whenever \( n \in A \). By Axiom N5, \( A = \mathbb{N} \), and so \( P_n \) is true for every \( n \).

**Example 1.2.2.** Prove by induction that every number of the form \( 5^n - 2^n \), with \( n \in \mathbb{N} \) is divisible by 3.

**Solution:** The proposition \( P_n \) is that \( 5^n - 2^n \) is divisible by 3.

Base case: Since \( 5 - 2 = 3 \), \( P_1 \) is true;

Induction step: We need to show that \( P_{n+1} \) is true whenever \( P_n \) is true. We do this by rewriting the expression \( 5^{n+1} - 2^{n+1} \) as

\[
5^{n+1} - 5 \cdot 2^n + 5 \cdot 2^n - 2^{n+1} = 5(5^n - 2^n) + (5 - 2)2^n.
\]

If \( P_n \) is true then the first term on the right is divisible by 3. The second term on the right is also divisible by 3, since \( 5 - 2 = 3 \). This implies that \( 5^{n+1} - 2^{n+1} \) is divisible by 3 and, hence, that \( P_{n+1} \) is true. This completes the induction step.

By induction (that is, by Theorem 1.2.1), \( P_n \) is true for all \( n \).
A natural number \( n \) is a prime if it is not 1 and if its only factors are 1 and \( n \).

**Example 1.2.3.** Prove that each natural number \( n > 1 \) is a product of primes.

**Solution:** Here we understand that a prime number itself is a product of primes – a product with only one factor. Note that if \( k \) and \( m \) are two numbers which are products of primes, then their product \( km \) is also a product of primes.

Let the proposition \( P_n \) be that every \( m \in \mathbb{N} \), with \( 1 < m \leq n \), is a product of primes.

Base case: \( P_1 \) is true because there is no \( m \in \mathbb{N} \) with \( 1 < m \leq 1 \).

Induction step: suppose \( n \) is a natural number for which \( P_n \) is true. Then each \( m \) with \( 1 < m \leq n \) is a product of primes. Now \( n + 1 > 1 \) and so it is either a prime, or it factors as a product \( km \) with \( k \) and \( m \) not equal to 1 or \( n + 1 \). In the first case, \( P_{n+1} \) is true. In the second case, both \( k \leq n \) and \( m \leq n \) and so both \( k \) and \( m \) are products of primes, since \( P_n \) is true. This implies that \( n + 1 = km \) is also a product of primes and, in turn, this implies that \( P_{n+1} \) is true.

By induction, \( P_n \) is true for all \( n \in \mathbb{N} \) and this means that every natural number \( n > 1 \) is a product of primes.

**Inductive Definitions**

Inductive definitions are used to define sequences. The sequence \( \{x_n\} \) to be defined is a sequence of elements of some set \( X \), which may or may not be a set of numbers. We wish to define the sequence in such a way that \( x_1 \) is a specified element of \( X \) and, for each \( n \in \mathbb{N} \), \( x_{n+1} \) is a certain function of \( x_n \). That is, we are given an element \( x \in X \) and a sequence of functions \( f_n : X \to X \) and we wish to construct a sequence \( \{x_n\} \) such that

\[
x_1 = x \quad \text{and} \quad x_{n+1} = f_n(x_n) \quad \text{for all} \quad n \in \mathbb{N}.
\]

This equation, defining \( x_{n+1} \) in terms of \( x_n \), is called a recursion relation. Sequences defined in this way occur very often in mathematics. Newton’s method from calculus and Euler’s method for numerically solving differential equations are two important examples.

**Theorem 1.2.4.** Given a set \( X \), an element \( x \in X \), and a sequence \( \{f_n\} \) of functions from \( X \) to \( X \), there is a unique sequence \( \{x_n\} \) in \( X \) which satisfies (1.2.1).

**Proof.** Let \( A \) be the subset of \( \mathbb{N} \) consisting of all numbers \( n \) such that there is a unique partial sequence \( \{x_m\}_{m \leq n} \) such that

\[
x_1 = x \quad \text{and} \quad x_{m+1} = f_m(x_m) \quad \text{for all} \quad m \leq n.
\]

The number 1 belongs to \( A \) because we can and must choose \( x_1 = x \). We next show that if a number \( n \) belongs to \( A \), then so does its successor \( n + 1 \).
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If \( n \in A \), we have a unique partial sequence \( \{x_m\}_{m \leq n} \) satisfying (1.2.2). We want to define a partial sequence \( \{x_m\}_{m \leq n+1} \) which satisfies (1.2.2) with \( n \) replaced by \( n + 1 \). We can do this, but in only one way. We must choose \( x_m \) for \( m \leq n \) as before, because that choice was unique. Then we are forced by the recursion relation to choose \( x_{n+1} = f_n(x_n) \). Thus, not only can such a partial sequence be chosen, it is unique. This proves that \( n + 1 \in A \). We conclude from the induction axiom that \( A = \mathbb{N} \). This means that partial sequences satisfying (1.2.2) are uniquely defined for each \( n \). These partial sequences then fit together to define one complete sequence satisfying (1.2.1).

Example 1.2.5. Define a sequence \( \{x_n\} \) of real numbers by setting \( x_1 = 1 \) and using the recursion relation

\[
x_{n+1} = \sqrt{x_n + 1}.
\]

(1.2.3)

Show that this is an increasing sequence of positive numbers less than 2.

Solution: The function \( f(x) = \sqrt{x + 1} \) may be regarded as a function from the set of positive real numbers into itself. We can apply the previous theorem, with each of the functions \( f_n \) equal to \( f \), to conclude that a sequence \( \{x_n\} \) is uniquely defined by setting \( x_1 = 1 \) and imposing the recursion relation (1.2.3).

Let \( P_n \) be the proposition that \( x_n < x_{n+1} < 2 \). We will prove that \( P_n \) is true for all \( n \) by induction.

Base Case: \( P_1 \) is the statement \( x_1 < x_2 < 2 \). Since \( x_1 = 1 \) and \( x_2 = \sqrt{2} \), this is true.

Induction Step: Suppose \( P_n \) is true for some \( n \). Then \( x_n < x_{n+1} < 2 \). If we add one and take the square root, this becomes

\[
\sqrt{x_n + 1} < \sqrt{x_{n+1} + 1} < \sqrt{3}.
\]

Using the recursion relation (1.2.3), this yields

\[
x_{n+1} < x_{n+2} < \sqrt{3}
\]

Since \( \sqrt{3} < 2 \), \( P_{n+1} \) is true. This completes the induction step.

We conclude that \( P_n \) is true for all \( n \in \mathbb{N} \).

Binomial Formula

The proof of the binomial formula is an excellent example of the use of induction.

We will use the notation

\[
\binom{n}{k} = \frac{n!}{k!(n-k)!}.
\]

This is the number of ways of choosing \( k \) objects from a set of \( n \) objects.

Theorem 1.2.6. If \( x \) and \( y \) are real numbers and \( n \in \mathbb{N} \), then

\[
(x + y)^n = \sum_{k=0}^{n} \binom{n}{k} x^k y^{n-k}.
\]
Proof. We prove this by induction on \( n \).

Base Case: Since \( \binom{1}{0} \) and \( \binom{1}{1} \) are both 1, the binomial formula is true when \( n = 1 \).

Induction Step: If we assume the formula is true for a certain \( n \), then multiplying both sides of this formula by \( x + y \) yields

\[
(x + y)^{n+1} = x \sum_{k=0}^{n} \binom{n}{k} x^k y^{n-k} + y \sum_{k=0}^{n} \binom{n}{k} x^k y^{n-k} = \sum_{k=0}^{n} \binom{n}{k} x^{k+1} y^{n-k} + \sum_{k=0}^{n} \binom{n}{k} x^k y^{n-k+1}.
\]  

(1.2.4)

If we change variables in the first sum on the second line of (1.2.4) by replacing \( k \) by \( k - 1 \), then our expression for \( (x + y)^{n+1} \) becomes

\[
x^{n+1} + \sum_{k=1}^{n} \binom{n}{k-1} x^k y^{n-k+1} + \sum_{k=1}^{n} \binom{n}{k} x^k y^{n-k+1} + y^{n+1} = x^{n+1} + \sum_{k=1}^{n} \left[ \binom{n}{k-1} + \binom{n}{k} \right] x^k y^{n+1-k} + y^{n+1}.
\]

(1.2.5)

If we use the identity (to be proved in Exercise 1.4.9)

\[
\binom{n}{k-1} + \binom{n}{k} = \binom{n+1}{k},
\]

then the right side of equation (1.2.5) becomes

\[
x^{n+1} + \sum_{k=1}^{n} \binom{n+1}{k} x^k y^{n+1-k} + y^{n+1} = \sum_{k=0}^{n+1} \binom{n+1}{k} x^k y^{n+1-k}.
\]

Thus, the binomial formula is true for \( n + 1 \) if it is true for \( n \). This completes the induction step and the proof of the theorem.

Exercise 1.4.9. We prove this by induction on \( n \).

Using Peano’s Axioms to Develop Properties of \( \mathbb{N} \)

In this subsection, we will demonstrate some of the steps involved in developing the arithmetic and order properties of \( \mathbb{N} \) using only Peano’s axioms. It is not a complete development, but just a taste of what is involved. We begin with the definition of addition.

Definition 1.2.7. We fix \( m \in \mathbb{N} \) and define a sequence \( \{m+n\}_{n \in \mathbb{N}} \) by induction on \( n \). The first element of this sequence is defined to be the successor, \( m + 1 \), to \( m \). If \( m + n \) has been defined for some \( n \), then we define \( m + (n + 1) \) by the recursion relation

\[
m + (n + 1) = (m + n) + 1;
\]

(1.2.6)
that is, \( m + (n + 1) \) is defined to be the successor of \( m + n \). By Theorem 1.2.4 (which was proved using only the Peano axioms), there is a unique sequence \( \{m + n\}_{n \in \mathbb{N}} \) defined by these conditions.

**Example 1.2.8.** Using the above definition and Peano’s axioms, prove the associative law for addition in \( \mathbb{N} \). That is, prove

\[
m + (n + k) = (m + n) + k \quad \text{for all } k, n, m \in \mathbb{N}.
\]

**Solution:** We fix \( m \) and \( n \) and, for each \( k \in \mathbb{N} \), let \( P_k \) be the proposition \( m + (n + k) = (m + n) + k \). We prove that \( P_k \) is true for all \( k \in \mathbb{N} \) by induction on \( k \).

The base case \( P_1 \) is just the recursion relation (1.2.6) used in the definition of addition. Thus, it is true by definition.

For the induction step, we assume \( P_k \) is true for some \( k \) – that is, we assume

\[m + (n + k) = (m + n) + k.\]

We then take the successor of both sides of this equation to obtain

\[(m + (n + k)) + 1 = ((m + n) + k) + 1.
\]

If we use (1.2.6) on both sides of this equation, the result is

\[m + ((n + k) + 1) = (m + n) + (k + 1).
\]

Using (1.2.6) again, this time on the left side of the equation, leads to

\[m + (n + (k + 1)) = (m + n) + (k + 1).
\]

Since this is proposition \( P_{k+1} \), the induction is complete.

**Example 1.2.9.** Using Definition 1.2.7 and Peano’s axioms, prove that \( 1 + n = n + 1 \) for every \( n \in \mathbb{N} \).

**Solution:** Let \( P_n \) be the statement \( 1 + n = n + 1 \). We prove by induction that \( P_n \) is true for every \( n \). It is trivially true in the base case \( n = 1 \), since \( P_1 \) just says \( 1 + 1 = 1 + 1 \).

For the induction step, we assume that \( P_n \) is true for some \( n \) – that is we assume \( 1 + n = n + 1 \). If we add 1 to both sides of this equation (i.e. take the successor of both sides), we have

\[(1 + n) + 1 = (n + 1) + 1.
\]

By Definition 1.2.7, the left side of this equation is equal to \( 1 + (n + 1) \). Thus,

\[1 + (n + 1) = (n + 1) + 1.
\]

Thus, \( P_{n+1} \) is true if \( P_n \) is true and the induction is complete.
A similar induction, this time on \( m \), with \( n \) fixed can be used to prove the commutative law of addition – that is, \( m + n = n + m \) for all \( n, m \in \mathbb{N} \). The base case for this induction is the statement proved above. The associative law proved in Example 1.2.8 is needed in the proof of the induction step. We leave the details to the exercises.

We leave the definition of multiplication in \( \mathbb{N} \) to the exercises. Its definition and the fact that it also satisfies the associative and commutative laws follows a pattern similar to the one above for addition.

The order relation in \( \mathbb{N} \) can be defined as follows:

**Definition 1.2.10.** If \( n, m \in \mathbb{N} \), we will say the \( n \) is less than \( m \), denoted \( n < m \), if there is a \( k \in \mathbb{N} \) such that \( m = n + k \). We say \( n \) is less than or equal to \( m \) and write \( n \leq m \) if \( n < m \) or \( n = m \).

Some of the properties of this order relation are worked out in the exercises.

**Exercise Set 1.2**

1. Using induction, prove that \( n^2 + 3n + 3 \) is odd for every \( n \in \mathbb{N} \);
2. Using induction, prove that \( 7^n - 2^n \) is divisible by 5 for every \( n \in \mathbb{N} \).
3. Using induction, prove that \( \sum_{k=1}^{n} k = \frac{n(n+1)}{2} \) for every \( n \in \mathbb{N} \).
4. Using induction, prove that \( \sum_{k=1}^{n} (2k - 1) = n^2 \) for every \( n \in \mathbb{N} \).
5. Let a sequence \( \{x_n\} \) of numbers be defined recursively by
   \[
   x_1 = 0 \quad \text{and} \quad x_{n+1} = \frac{x_n + 1}{2}.
   \]
   Prove by induction that \( x_n \leq x_{n+1} \) for all \( n \in \mathbb{N} \). Would this conclusion change if we set \( x_1 = 2 \)?
6. Let a sequence \( \{x_n\} \) of numbers be defined recursively by
   \[
   x_1 = 1 \quad \text{and} \quad x_{n+1} = \frac{1}{1 + x_n}.
   \]
   Prove by induction that \( x_{n+2} \) is between \( x_n \) and \( x_{n+1} \) for each \( n \in \mathbb{N} \).
7. Mathematical induction also works for a sequence \( P_k, P_{k+1}, \ldots \) of propositions, indexed by the integers \( n \geq k \) for some \( k \in \mathbb{N} \). The statement is:
   If \( P_k \) is true and \( P_{n+1} \) true whenever \( P_n \) is true and \( n \geq k \), then \( P_n \) is true for all \( n \geq k \). Prove this.
8. Use induction in the form stated in the preceding exercise to prove that \( n^2 < 2^n \) for all \( n \geq 5 \).
9. Prove the identity
\[ \binom{n}{k-1} + \binom{n}{k} = \binom{n+1}{k}, \]
which was used in the proof of Theorem 1.2.6.

10. Write out the binomial formula in the case \( n = 4 \).

11. Prove the commutative law for addition, \( n + m = m + n \), holds in \( \mathbb{N} \). Use induction on \( m \) and Examples 1.2.9 and 1.2.8.

12. Use Peano’s axioms and the results we have proved using these axioms to prove that if \( n, m \in \mathbb{N} \), then \( m + n \neq n \). Hint: use induction on \( n \).

13. Use the preceding exercise to prove that if \( n, m \in \mathbb{N} \), \( n \leq m \), and \( m \leq n \) then \( n = m \).

14. Prove that the order relation on \( \mathbb{N} \) has the transitive property: If \( k \leq n \) and \( n \leq m \), then \( k \leq m \).

15. Use the preceding exercise and Peano’s axioms to prove that if \( n \in \mathbb{N} \), then for each element \( m \in \mathbb{N} \) either \( m \leq n \) or \( n \leq m \). Hint: use induction on \( n \).

16. Show how to define the product \( mn \) of two natural numbers using only Peano’s axioms. You may use the results of any Examples in this section which were done using only Peano’s axioms.

17. Prove the well ordering principal for the natural numbers: each non-empty subset \( S \) of \( \mathbb{N} \) contains a smallest element. Hint: apply the induction axiom to the set \( T = \{ n \in \mathbb{N} : n < m \text{ for all } m \in S \} \).

18. Use the result of Exercise 1.2.17 to prove the division algorithm: If \( n \) and \( m \) are natural numbers with \( m < n \), and if \( m \) does not divide \( n \), then there are natural numbers \( q \) and \( r \) such that \( n = qm + r \) and \( r < m \). Hint: consider the set \( S \) of all natural numbers \( s \) such that \((s+1)m > n\).

1.3. **Integers and Rational Numbers**

The need for larger number systems than the natural numbers became apparent early in mathematical history. We need the number 0 in order to describe the number of elements in the empty set. The negative numbers are needed to describe deficits. Also, the operation of subtraction leads to non-positive integers unless \( n - m \) is to be defined only for \( m < n \).

Beginning with the system of natural numbers \( \mathbb{N} \) and its properties derivable from Peano’s axioms, the system of integers \( \mathbb{Z} \) can easily be constructed. One simply adjoins to \( \mathbb{N} \) a new element called 0 and, for each \( n \in \mathbb{N} \) a new element...
called \(-n\). Of course, one then has to define addition and multiplication and an order relation “\(\leq\)” for this new set \(\mathbb{Z}\) in a way that is consistent with the existing definitions of these things for \(\mathbb{N}\). When addition and multiplication are defined, we want them to have the properties that \(0 + n = n\), and \(n + (-n) = 0\). It turns out that these requirements and the commutative, associative and distributive laws (described below) are enough to uniquely determine how addition and multiplication are defined in \(\mathbb{Z}\).

When all of this has been carried out, the new set of numbers \(\mathbb{Z}\) can be shown to be a *commutative ring*, meaning that it satisfies the axioms listed below.

**The Commutative Ring of Integers**

A binary operation on a set \(A\) is a rule which assigns to each ordered pair \((a, b)\) of elements of \(A\) a third element of \(A\).

**Definition 1.3.1.** A *commutative ring* is a set \(R\) with two binary operations, addition \((a, b) \rightarrow a + b\) and multiplication \((a, b) \rightarrow ab\), that satisfy the following axioms:

- **A1.** (Commutative Law of Addition) \(x + y = y + x\) for all \(x, y \in R\);
- **A2.** (Associative Law of Addition) \(x + (y + z) = (x + y) + z\) for all \(x, y, z \in R\);
- **A3.** (Additive Identity) there is an element 0 \(\in R\) such that \(0 + x = x\) for all \(x \in R\);
- **A4.** (Additive Inverses) for each \(x \in R\), there is an element \(-x\) such that \(x + (-x) = 0\);

- **M1.** (Commutative Law of Multiplication) \(xy = yx\) for all \(x, y \in R\);
- **M2.** (Associative Law of Multiplication) \(x(yz) = (xy)z\) for all \(x, y, z \in R\);
- **M3.** (Multiplicative Identity) there is an element 1 \(\in R\) such that 1 \(\neq 0\) and \(1x = x\) for all \(x \in R\);
- **D.** (Distributive Law) \(x(y + z) = xy + xz\) for all \(x, y, z \in R\).

A large number of familiar properties of numbers can be proved using these axioms, and this means that these properties hold in any commutative ring. We will prove some of these in the examples and exercises.

**Example 1.3.2.** If \(F\) is a commutative ring and \(x, y, z \in F\), prove that

(a) \(x + z = y + z\) implies \(x = y\);

(b) \(x \cdot 0 = 0\);

(c) \((-x)y = -xy\);
1.3. INTEGERS AND RATIONAL NUMBERS

Solution: Suppose \( x + z = y + z \). On adding \(-z\) to both sides, this becomes

\[
(x + z) + (-z) = (y + z) + (-z).
\]

Applying the associative law of addition (A2) yields

\[
x + (z + (-z)) = y + (z + (-z)).
\]

But \((z + (-z)) = 0\) by A4 and \(x + 0 = x\) by A3 and A1. Similarly, \(y + 0 = y\).

We conclude that \(x = y\). This proves (a).

By A3, \(0 + 0 = 0\). By D and A3,

\[
x \cdot 0 + x \cdot 0 = x \cdot 0 = 0 + x \cdot 0.
\]

Using (a) above, we conclude that \(x \cdot 0 = 0\).

To prove (c), we first note that, by definition, \(-xy\) is the additive inverse of \(xy\) (it follows from (a) that there is only one of these). We will show that \((-x)y\) is also an additive inverse for \(xy\). By D, (b), and A1,

\[
xy + (-x)y = (x + (-x))y = 0 \cdot y = 0.
\]

This proves that \((-x)y\) is an additive inverse for \(xy\) and, hence, must be \(-xy\).

Subtraction in a commutative ring is defined in terms of addition and the additive inverse by setting

\[
x - y = x + (-y).
\]

The system of integers satisfies all the laws of Definition 1.3.1, and so it is a commutative ring. In fact, it is a commutative ring with an order relation, since the order relation on \(\mathbb{N}\) can be used to define a compatible order relation on \(\mathbb{Z}\). However, \(\mathbb{Z}\) is still inadequate as a number system. This is due to our need to talk about fractional parts of things. This defect is fixed by passing from the integers to the rational numbers.

The Field of Rational Numbers

A field is a commutative ring in which division is possible as long as the divisor is not 0. That is,

Definition 1.3.3. A field is a commutative ring satisfying the additional axiom:

M4. (Multiplicative Inverses) for each non-zero element \(x\) there is an element \(x^{-1}\) such that \(x^{-1}x = 1\).

In a field, an element \(y\) can be divided by any non-zero element \(x\). The result is \(x^{-1}y\), which can also be written as \(\frac{y}{x}\).

The rational number system \(\mathbb{Q}\) is a field that is constructed directly from the integers. The construction begins by considering all symbols of the form \(\frac{n}{m}\), with \(n, m \in \mathbb{Z}\) and \(m \neq 0\). We identify two such symbols \(\frac{n}{m}\) and \(\frac{p}{q}\) whenever...
$nq = mp$. The resulting object is called a fraction. Thus, $\frac{4}{3}$ and $\frac{2}{3}$ represent the same fraction because $4 \cdot 3 = 6 \cdot 2$. The set $\mathbb{Q}$ is then the set of all fractions.

Addition and multiplication in $\mathbb{Q}$ are defined in the familiar way:

$$\frac{n}{m} + \frac{p}{q} = \frac{nq + mp}{mq} \quad \text{and} \quad \frac{n}{m} \cdot \frac{p}{q} = \frac{np}{mq}.$$  

A fraction of the form $\frac{n}{1}$ is identified with the integer $n$. This makes the set of integers $\mathbb{Z}$ a subset of $\mathbb{Q}$.

The above construction yields a system that satisfies $\text{A1}$ through $\text{A4}$, $\text{M1}$ through $\text{M4}$ and $\text{D}$. It is therefore a field. We call it the field of rational numbers and denote it by $\mathbb{Q}$. We won’t prove here that $\mathbb{Q}$ satisfies all of the field axioms, but a few of them will be verified in the examples and exercises of this section. We will also use the examples and exercises to show how the field axioms can be used to prove other standard facts about arithmetic in fields such as $\mathbb{Q}$.

**Example 1.3.4.** Assuming that $\mathbb{Z}$ satisfies the axioms of a commutative ring, verify that $\mathbb{Q}$ satisfies $\text{A3}$ and $\text{M3}$.

**Solution:** The additive identity in $\mathbb{Z}$ is the integer 0, which is identified with the fraction $\frac{0}{1}$. If we add this to another fraction $\frac{n}{m}$, the result is

$$\frac{0}{1} + \frac{n}{m} = \frac{0 \cdot m + 1 \cdot n}{1 \cdot m} = \frac{n}{m}.$$  

Thus, $0 = \frac{0}{1}$ is an additive identity for $\mathbb{Q}$ and axiom $\text{A3}$ is satisfied.

The multiplicative identity in $\mathbb{Z}$ is the integer 1 which is identified with the fraction $\frac{1}{1}$. If we multiply this by another fraction $\frac{n}{m}$, the result is

$$\frac{1}{1} \cdot \frac{n}{m} = \frac{1 \cdot n}{1 \cdot m} = \frac{n}{m}.$$  

Thus, $1 = \frac{1}{1}$ is a multiplicative identity for $\mathbb{Q}$ and axiom $\text{M3}$ is satisfied.

**Example 1.3.5.** Verify that $\mathbb{Q}$ satisfies $\text{M4}$.

**Solution:** We know that the elements of $\mathbb{Q}$ of the form $\frac{0}{m}$ represent the zero element of $\mathbb{Q}$. Thus, each non-zero element is represented by a fraction $\frac{a}{m}$ in which $n \neq 0$. Then $\frac{a}{m}$ is also a fraction, and

$$\frac{m \cdot n}{n \cdot m} = \frac{nm}{nm} = \frac{1}{1} = 1.$$  

Thus, $\frac{a}{m}$ is a multiplicative inverse for $\frac{a}{m}$. This proves that $\text{M4}$ is satisfied in $\mathbb{Q}$.

### The Ordered Field of Rational Numbers

Using the order relation on the integers, it is easy to define an order relation on $\mathbb{Q}$. If $r$ is an element of $\mathbb{Q}$, then we declare $r \geq 0$ if $r$ can be represented in the
form $\frac{n}{m}$ for integers $n \geq 0$ and $m > 0$. The order relation is then defined by declaring

$$\frac{p}{q} \leq \frac{n}{m} \quad \text{if and only if} \quad \frac{n}{m} - \frac{p}{q} \geq 0.$$  

With the order relation defined this way, $\mathbb{Q}$ becomes an ordered field. That is, it satisfies the axioms in the following definition.

**Definition 1.3.6.** A field $F$ is called an ordered field if it has an order relation “$\leq$” such that the following are satisfied for all $x, y, z \in F$:

- **O1.** either $x \leq y$ or $y \leq x$;
- **O2.** if $x \leq y$ and $y \leq x$, then $x = y$;
- **O3.** if $x \leq y$ and $y \leq z$, then $x \leq z$.
- **O4.** if $x \leq y$, then $x + z \leq y + z$;
- **O5.** if $x \leq y$ and $0 \leq z$, then $xz \leq yz$.

**Remark 1.3.7.** Given an order relation “$\leq$”, we don’t distinguish between the statements “$x \leq y$” and “$y \geq x$” – they mean the same thing. Also, If $x \leq y$ and $x \neq y$, then we write $x < y$ or, equivalently, $y > x$.

**Example 1.3.8.** Prove that if $F$ is an ordered field, then

(a) if $x, y \in F$ and $x \leq y$, then $-y \leq -x$;

(b) if $x \in F$, then $x^2 \geq 0$;

(c) $0 < 1$.

**Solution:** If $x \leq y$, then $0 = x - x \leq y - x$ by O4. Using O4 again, along with A1 through A4 yields $-y \leq (y - x) - y = -x$. This completes the proof of (a).

By O1, if $x \in F$, then $0 \leq x$ or $x \leq 0$. If $0 \leq x$, then we multiply this inequality by $x$ and use O4 to conclude that $0 \leq x^2$. On the other hand, suppose $x \leq 0$. Then, by Part (a), $0 \leq -x$. As above, we conclude that $0 \leq (-x)^2$. Since $(-x)^2 = x^2$ (Exercise 1.3.5), the proof of Part (b) is complete.

Since $1^2 = 1$, Part (b) implies that $0 \leq 1$. By M3, $1 \neq 0$ and so $0 < 1$.

**Defects of the Rational Field**

The rational number system is very satisfying in many ways and is highly useful. However, there are real world mathematic problems that appear to have real world numerical solutions, but these solutions cannot be rational numbers. For example, the Pythagorean theorem tells us that if the legs of a right triangle have length $a$ and $b$, then the length $c$ of the hypotenuse satisfies the equation

$$c^2 = a^2 + b^2.$$
However, there are many examples of rational and even integer choices for \(a\) and \(b\), such that this equation has no rational solution for \(c\). The simplest example is \(a = b = 1\). The Pythagorean Theorem says that a right triangle with legs of length 1 has a hypotenuse of length \(c\) satisfying \(c^2 = 2\). However, there is no rational number whose square is 2. We will prove this using the following theorem:

**Theorem 1.3.9.** If \(k\) is an integer and the equation \(x^2 = k\) has a rational solution, then that solution is actually an integer.

**Proof.** Suppose \(r\) is a rational number such that \(r^2 = k\). Let \(r = \frac{n}{m}\) be \(r\) expressed as a fraction in which \(n\) and \(m\) have no common factors. Then,

\[
\left(\frac{n}{m}\right)^2 = k \quad \text{and so} \quad n^2 = m^2 k
\]

This equation implies that \(m\) divides \(n^2\). However, if \(m \neq 1\), then \(m\) can be expressed as a product of primes, and each of these primes must also divide \(n^2\). However, if a prime number divides \(n^2\), it must also divide \(n\) (Exercise 1.3.14). Thus, each prime factor of \(m\) divides \(n\). Since \(n\) and \(m\) have no common factors, this is impossible. We conclude that \(m = 1\) and, hence, that \(r = n\) is an integer. \(\square\)

Now it is easy to see that 2 is not the square of a rational number. If it were, that number would have to be an integer, by the above theorem. The only possibilities are \(-1, 0, 1\) since all other integers have squares that are too large. Of course, none of the numbers \(-1, 0, 1\) has square equal to 2.

Other geometric objects also lead to the conclusion that the system of rational numbers is not sufficient for the measurement of objects that occur in the natural world. The area \(\pi\) of a circle of radius 1 is not a rational number, for example. In fact, the rational number system is riddled with holes where there ought to be numbers. This problem is fixed by the introduction of the system of real numbers which is the topic of the next section.

**Exercise Set 1.3**

1. Given that \(\mathbb{N}\) has an operation of addition which is commutative and associative, how would you define such an addition operation in \(\mathbb{Z}\)?

2. Referring to the previous exercise, answer the same question for the operation of multiplication.

3. Prove that if \(\mathbb{Z}\) satisfies the axioms for a commutative ring, then \(\mathbb{Q}\) satisfies \(A1\) and \(M1\).

4. Prove that if \(\mathbb{Z}\) satisfies the axioms for a commutative ring, then \(\mathbb{Q}\) satisfies \(A2\) and \(M2\).

In the next three exercises you are to prove the given statement assuming \(x, y, z\) are elements of a field. You may use the results of examples and theorems from this section.
5. \((-x)(-y) = xy\).

6. \(xz = yz\) implies \(x = y\), provided \(z \neq 0\).

7. \(xy = 0\) implies \(x = 0\) or \(y = 0\).

In the next three exercises you are to prove the given statement assuming \(x, y, z\) are elements of an ordered field. Again, you may use the results of examples and theorems from this section.

8. \(x > 0\) and \(y > 0\) imply \(xy > 0\).

9. \(x > 0\) implies \(x^{-1} > 0\).

10. \(0 < x < y\) implies \(y^{-1} < x^{-1}\).

11. Prove that the equation \(x^2 = 5\) has no rational solution.

12. Generalize Theorem 1.3.9 by proving that every rational solution of a polynomial equation

\[ x^n + a_{n-1}x^{n-1} + \cdots + a_1x + a_0 = 0, \]

with integer coefficients \(a_k\), is an integer solution.

13. Prove that if \(m\) and \(n\) are positive integers with no common factors other than 1 (i.e., \(m\) and \(n\) are relatively prime), then there are integers \(a\) and \(b\) such that \(1 = am + bn\). Hint: let \(S\) be the set of all positive integers of the form \(am + bn\), where \(a\) and \(b\) are integers. This set has a smallest element by Exercise 1.2.17. Use the division algorithm (Exercise 1.2.18) to show that this smallest element divides both \(m\) and \(n\).

14. Use the result of the preceding exercise to prove that if a prime \(p\) divides the product \(nm\) of two positive integers, then it divides \(n\) or it divides \(m\).

### 1.4 The Real Numbers

As pointed out in the previous section, the set of rational numbers is riddled with “holes” where there ought to be numbers. Here we will try to make this statement more precise and then indicate how these holes can be “filled” resulting in the system of real numbers. In addition to the ordered field axioms, the real number system satisfies a new axiom \(C\) – the completeness axiom. Later in the section we will state it and explore its consequences.

The construction of the real numbers that we outline below is motivated by the idea that a “hole” in the rational numbers is a location along the rational number line where there should be a number but there is no rational number. What do we mean by a “location” along the rational number line? Well if this has meaning, then it should make sense to talk about the rational numbers that are to the left of this location and those that are to the right of this location.
This should lead to a separation of the rational numbers into two sets – one to the left and one to the right of the given location. In fact, we can define a location on the rational line to be such a separation. This leads to the notion of a Dedekind cut.

Dedekind Cuts

If \( r \) is a rational number, consider the infinite interval \( L_r \) consisting of all rational numbers to the left of \( r \). That is,

\[
L_r = \{ x \in \mathbb{Q} : x < r \}. \tag{1.4.1}
\]

This set is a non-empty, proper subset of \( \mathbb{Q} \). It has no largest element, since, for each \( x < r \), there are rational numbers larger than \( x \) that are also less than \( r \) (for example, \((x + r)/2\) is one such number). It also has the property that if \( x \in L_r \), then so is any rational number less than \( x \). A set with these properties is called a Dedekind cut. That is,

**Definition 1.4.1.** A proper subset \( L \) of \( \mathbb{Q} \) is called a Dedekind cut, or simply a cut in the rationals, if it satisfies the following conditions:

(a) \( L \neq \emptyset \);

(b) \( L \) has no largest element;

(c) if \( x \in L \) then so is every \( y \) with \( y < x \).

The reason for calling such a set \( L \) a "cut" is that, if \( R \) is the complement of \( L \), then each number in \( L \) is to the left of each number in \( R \). Thus, the rational line is separated or cut into left and right halves. Since each half determines the other, we choose to focus on just the left half in this discussion.

Each rational number \( r \) determines a cut – the set \( L_r \) of (1.4.1). In this case, \( r \) is called the cut number for the Dedekind cut. Are there Dedekind cuts that are not determined in this way? cuts that have no rational cut number?

**Example 1.4.2.** Describe a Dedekind cut that is not of the form \( L_r \) for a rational number \( r \).

**Solution:** We are guided by the idea that there ought to be a number whose square is 2, but there is no such rational number. If there were a number \( \sqrt{2} \) with square 2, then the set of rational numbers less than \( \sqrt{2} \) could be described as

\[
L = \{ r \in \mathbb{Q} : r \geq 0 \text{ and } r^2 < 2 \} \cup \{ r \in \mathbb{Q} : r < 0 \}.
\]
We claim this a Dedekind cut not of the form \( L_r \) for any \( r \in \mathbb{Q} \).

Certainly \( L \) is a non-empty, proper subset of \( \mathbb{Q} \). It has no largest element because if \( \frac{n}{m} \) is any positive element of \( L \), then we can always choose a larger rational number which is still has square less than 2 as follows: \( \frac{kn+1}{km} > \frac{n}{m} \) for every \( k \in \mathbb{N} \)

\[
\left( \frac{kn+1}{km} \right)^2 = \left( \frac{n}{m} \right)^2 + \frac{1}{km} \left( \frac{2n+1}{m} \right).
\]

By choosing \( k \) large enough, we can make the second term on the right less than \( 2 - \left( \frac{n}{m} \right)^2 \) and this will imply that \( \left( \frac{kn+1}{km} \right)^2 < 2 \). Thus, \( L \) has no largest element.

If \( x \in L \) and \( y < x \), then either \( y \) is negative, in which case it is in \( L \), or \( 0 \leq y < x \). In the latter case, \( y^2 < x^2 < 2 \), and so \( y \in L \) in this case as well. Thus \( L \) is a Dedekind cut.

We next show that there is no rational number \( r \) such that \( L = L_r \). If there is such a number \( r \), then \( r \) is a positive rational number not in \( L \) and so \( r^2 \geq 2 \). However, there are numbers in \( L \) arbitrarily close to \( r \) and each of them has square less than 2. It follows that \( r^2 \leq 2 \). This means \( r^2 = 2 \), which is impossible for a rational number \( r \).

Thus, although it might seem that every Dedekind cut ought to correspond to a cut number, the above example shows that this is not the case. In fact, there are a lot more cuts than there are rational cut numbers. However, we can fix this by enlarging the number system so that there is a cut number for every Dedekind cut. The way this is usually done is to define the new number system to actually \( be \) the set of all Dedekind cuts of the rationals. Below, we attempt to describe this idea in a way that is somewhat visually intuitive.

We will think of a Dedekind cut \( L \) as specifying a certain location (the location between \( L \) and its complement \( R \)) along the rational number line. We will think of the real number system \( \mathbb{R} \) as being the set of all such locations. Then each real number \( x \) corresponds to a Dedekind cut \( L_x \), which is to be thought of as the set of all rational numbers to the left of the location \( x \). We next need to define an order relation and operations of addition and multiplication in \( \mathbb{R} \).

The order relation on \( \mathbb{R} \) is simple: We say \( x \leq y \) if \( L_x \subset L_y \). An element \( x \in \mathbb{R} \) is, then, non-negative if \( L_0 \subset L_x \). With this definition of order on \( \mathbb{R} \) we can assert that

\[
L_x = \{ r \in \mathbb{Q} : r < x \}
\]

for all \( x \in \mathbb{R} \) (not just for \( x \in \mathbb{Q} \)).

Addition of real numbers is defined as follows: If \( x, y \in \mathbb{R} \), then we set

\[
L_x + L_y = \{ r + s : r \in L_x, s \in L_y \}.
\]

It is easily verified that this is also a Dedekind cut (Exercise 1.4.10) and, hence, it corresponds to an element of \( \mathbb{R} \). We define \( x + y \) to be this element.
The product of two non-negative numbers \( x \) and \( y \) is defined as follows: we set
\[
K = \{ rs : r \in L_x, r \geq 0, s \in L_y, s \geq 0 \} \cup \{ t \in \mathbb{Q} : t < 0 \}.
\]
This is a Dedekind cut (Exercise 1.4.11), and we define \( xy \) to be the corresponding element of \( \mathbb{R} \). For pairs of numbers where one or both is negative, the definition of product is more complicated due to the fact that multiplication by a negative number reverses order.

Of course \( \mathbb{Q} \subset \mathbb{R} \), since each rational number was already the cut number of a Dedekind cut. It is easily checked that the definitions of addition, multiplication and order given above agree with the usual ones in the case that the numbers are rational.

The numbers in \( \mathbb{R} \) that are not in \( \mathbb{Q} \) are called irrational numbers. It turns out that there are many more irrational numbers than there are rational numbers. To make sense of this statement requires a discussion of finite sets and infinite sets, and how some infinite sets are larger than others. We present such a discussion in the appendix.

**The Completeness Axiom**

This is the property of the real number system that distinguishes it from the rational number system. Without it, most of the theorems of calculus would not be true.

A subset \( A \) of an ordered field \( F \) is said to be bounded above if there is an element \( m \in F \) such that \( x \leq m \) for every \( x \in A \). The element \( m \) is called an upper bound for \( A \). If, among all upper bounds for \( A \), there is one which is smallest (less than all the others), then we say that \( A \) has a least upper bound.

**Definition 1.4.3.** An ordered field \( F \) is said to be complete if it satisfies:

- \( \text{C.} \) each non-empty subset of \( F \) which is bounded above has a least upper bound.

If one defines the real number system \( \mathbb{R} \) in terms of Dedekind cuts of the rationals and defines addition, multiplication, and order as above, then one can prove that the resulting system is an ordered field. To carry out all the details of this proof is a long and tedious process and it will not be done here. However, it is quite easy to prove that \( \mathbb{R} \), as defined in this way, satisfies the completeness axiom \( \text{C.} \).

**Theorem 1.4.4.** If \( \mathbb{R} \) is defined using Dedekind cuts of \( \mathbb{Q} \), as above, then every bounded subset of \( \mathbb{R} \) has a least upper bound.

**Proof.** Let \( A \) be a bounded subset of \( \mathbb{R} \) and let \( m \) be any upper bound for \( A \). For each \( x \in A \), let \( L_x \) be the corresponding cut in \( \mathbb{Q} \). Then \( x \leq m \) for all \( x \in A \) means that \( L_x \subset L_m \) for all \( x \in A \). We set
\[
L = \bigcup_{x \in A} L_x.
\]
Then \( L \) is a proper subset of \( \mathbb{Q} \) because \( L \subset L_m \). If \( r \in L \) and \( s < r \), then \( r \in L_x \) for some \( x \in A \) and this implies \( s \in L_x \) and, hence, \( s \in L \). If \( L \) had a largest element \( t \), then \( t \) would belong to \( L_x \) for some \( x \), and it would have to be a largest element for \( L_x \) – a contradiction. Thus, \( L \) has no largest element. We have now proved that \( L \) satisfies (a), (b), and (c) of Definition 1.4.1 and, hence, that \( L \) is a Dedekind cut.

If \( y \) is the real number corresponding to \( L \), that is if \( L = L_y \), then, for all \( x \in A \), \( L_x \subset L_y \), and this means \( x \leq y \). Thus, \( y \) is an upper bound for \( A \). Also, \( L_y \subset L_m \) means that \( y \leq m \). Since \( m \) was an arbitrary upper bound for \( A \), this implies that \( y \) is the least upper bound for \( A \). This completes the proof.

This completes our outline of the construction of the real number system beginning with Peano’s axioms for the natural numbers. The final result is the following theorem, which we will state without further proof. It will be the starting point for our development of calculus.

**Theorem 1.4.5.** The real number system \( \mathbb{R} \) is a complete ordered field.

**Example 1.4.6.** Find all upper bounds and the least upper bound for the following sets:

\[
A = (-1, 2) = \{ x \in \mathbb{R} : -1 < x < 2 \}; \\
B = (0, 3] = \{ x \in \mathbb{R} : 0 < x \leq 3 \}.
\]

**Solution:** The set of all upper bounds for the set \( A \) is \( \{ x \in \mathbb{R} : x \geq 2 \} \). The smallest element of this set (the least upper bound of \( A \)) is 2. Note that 2 is not actually in the set \( A \).

The set of all upper bounds for \( B \) is the set \( \{ x \in \mathbb{R} : x \geq 3 \} \). The smallest element of this set is 3 and so it is the least upper bound of \( B \). Note that, in this case, the least upper bound is an element of the set \( B \).

If the least upper bound of a set \( A \) does belong to \( A \), then it is called the maximum of \( A \). Note that a set which is bounded above always has a least upper bound, by Axiom C. However, the preceding example shows that it need not have a maximum.

**The Archimedean Property**

An ordered field always contains a copy of the natural numbers and, hence, the integers (Exercise 1.4.5). Thus, the following definition makes sense.

**Definition 1.4.7.** An ordered field is said to have the Archimedean property if, for every \( x \in \mathbb{R} \), there is a natural number \( n \) such that \( x < n \). An ordered field with the Archimedean property is called an Archimedean ordered field.

**Theorem 1.4.8.** The field of real numbers has the Archimedean property.
Proof. We use the completeness property. Suppose there is an \( x \) such that \( n \leq x \) for all \( n \in \mathbb{N} \). Then \( \mathbb{N} \) is a bounded subset of \( \mathbb{R} \). By the completeness property, there is a least upper bound \( b \) for \( \mathbb{N} \). Then \( b \) is an upper bound for \( \mathbb{N} \), but \( b - 1 \) is not. This implies there is an \( n \in \mathbb{N} \) such that \( b - 1 < n \). Then \( b < n + 1 \), which contradicts the statement that \( b \) is an upper bound for \( \mathbb{N} \). Thus, the assumption that \( \mathbb{N} \) is bounded above by some \( x \in \mathbb{R} \) has led to a contradiction. We conclude that every \( x \) in \( \mathbb{R} \) is less than some natural number. This completes the proof. 

The Archimedean property can be stated in any one of several equivalent ways. One of these is: for every real number \( x > 0 \), there is an \( n \in \mathbb{N} \) such that \( \frac{1}{n} < x \) (Example 1.4.9). Another is: given real numbers \( x \) and \( y \) with \( x > 0 \), there is an \( n \in \mathbb{N} \) such that \( nx > y \) (Exercise 1.4.6).

Example 1.4.9. Prove that, in an Archimedean field, for each \( x > 0 \) there is an \( n \in \mathbb{N} \) such that \( \frac{1}{n} < x \).

Solution The Archimedean property tells us that there is a natural number \( n > 1/x \). Since \( n \) and \( x \) are positive, this inequality is preserved when we multiply it by \( x \) and divide it by \( n \). This yields \( 1/n < x \), as required.

Another consequence of the Archimedean property is that there is a rational number between each distinct pair of real numbers (Exercise 1.4.7).

Exercise Set 1.4

1. For each of the following sets, describe the set of all upper bounds for the set:
   - (a) the set of odd integers;
   - (b) \( \{1 - 1/n : n \in \mathbb{N}\} \);
   - (c) \( \{r \in \mathbb{Q} : r^3 < 8\} \);
   - (d) \( \{\sin x : x \in \mathbb{R}\} \).

2. For each of the sets in (a), (b), (c) of the preceding exercise, find the least upper bound of the set, if it exists.

3. Prove that if a subset \( A \) of \( \mathbb{R} \) is bounded above, then the set of all upper bounds for \( A \) is a set of the form \( [x, \infty) \). What is \( x \)?

4. Show that the set \( A = \{x : x^2 < 1 - x\} \) is bounded above, and then find its least upper bound.

5. If \( F \) is an ordered field, prove that there is a sequence of elements \( \{n_k\}_{k \in \mathbb{N}} \), all different, such that \( n_1 = 1 \) (the identity element of \( F \)), and \( n_{k+1} = n_k + 1 \) for each \( k \in \mathbb{N} \). Argue that the terms of this sequence form a subset of \( F \) which is a copy of the natural numbers, by showing that the correspondence \( k \rightarrow n_k \) is a one-to-one function from \( \mathbb{N} \) onto this subset. By definition it takes the successor \( k + 1 \) of an element \( k \in \mathbb{N} \) to the successor \( n_k + 1 \) of its image \( n_k \).
6. Let $F$ be an ordered field. We consider $\mathbb{N}$ to be a subset of $F$ as described in the preceding exercise. Prove that $F$ is Archimedean if and only if, for each pair $x, y \in F$ with $x > 0$, there exists a natural number $n$ such that $nx > y$.

7. Prove that if $x < y$ are two real numbers, then there is a rational number $r$ with $x < r < y$. Hint: use the result of Example 1.4.9.

8. Prove that if $x$ is irrational and $r$ is a non-zero rational number, then $x + r$ and $rx$ are also irrational.

9. We know that $\sqrt{2}$ is irrational. Use this fact and the previous exercise to prove that if $r < s$ are rational numbers, then there is an irrational number $x$ with $r < x < s$.

The following exercises concern Dedekind cuts of the rationals and should be done using only properties of the rational number system and the definition of Dedekind cut.

10. Show that if $L_x$ and $L_y$ are Dedekind cuts defining real numbers $x$ and $y$, then

$$L_x + L_y = \{r + s : r \in L_x \text{ and } s \in L_y\}$$

is also a Dedekind cut (this is the Dedekind cut determining the sum $x + y$).

11. If $L_x$ and $L_y$ are Dedekind cuts determining positive real numbers $x$ and $y$, and if we set

$$K = \{rs : 0 \leq r \in L_x \text{ and } 0 \leq s \in L_y\} \cup \{t \in \mathbb{Q} : t < 0\},$$

then $K$ is also a Dedekind cut (this is the Dedekind cut determining the product $xy$).

12. If $L$ is the Dedekind cut of Example 1.4.2 and $L$ determines the real number $x$ (so that $L = L_x$), prove that $L_{x^2} = L_2$. Thus, the real number corresponding to $L$ has square 2.

1.5 Sup and Inf

The concept of least upper bound, which appears in the completeness axiom, will be extremely important in this course. It will be examined in detail in this section. We first note that there is a companion concept for sets that are bounded below.
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Greatest Lower Bound

We say a set $A$ is bounded below if there is a number $m$ such that $m \leq x$ for every $x \in A$. The number $m$ is called a lower bound for $A$. A greatest lower bound for $A$ is a lower bound that is larger than any other lower bound.

**Theorem 1.5.1.** Every non-empty subset of $\mathbb{R}$ that is bounded below has a greatest lower bound.

**Proof.** Suppose $A$ is a non-empty subset of $\mathbb{R}$ which is bounded below. We must show that there is a lower bound for $A$ which is greater than any other lower bound for $A$. If $m$ is any lower bound for $A$, then Example 1.3.8 (a) implies that, $-m$ is an upper bound for $-A = \{ -a : a \in A \}$. Since $\mathbb{R}$ is a complete ordered field, there is a least upper bound $r$ for $-A$. Then $-a \leq r$ for all $a \in A$ and $r \leq -m$.

Applying Example 1.3.8 (a) yields that $-r \leq a$ for all $a \in A$ and $m \leq -r$.

Thus, $-r$ is a lower bound for $A$ and, since $m$ was an arbitrary lower bound, the inequality $m \leq -r$ implies that $-r$ is the greatest lower bound. \qed

The Extended Real Numbers

For many reasons, it is convenient to extend the real number system by adjoining two new points $\infty$ and $-\infty$. The resulting set is called the extended real number system. We declare that $\infty$ is greater than and $-\infty$ less than every other extended real number. This makes the extended real number system an ordered set. We also define $x + \infty$ to be $\infty$ if $x$ is any extended real number other than $-\infty$. Similarly, $x - \infty = x + (-\infty)$ is defined to be $-\infty$ if $x$ is any extended real number other than $\infty$. Of course, there is no reasonable way to make sense of $\infty - \infty$.

The introduction of the extended real number system is just a convenient notational convention. For example, it allows us to make the following definition.

Sup and Inf

**Definition 1.5.2.** Let $A$ be an arbitrary non-empty subset of $\mathbb{R}$. We define the supremum of $A$, denoted sup $A$, to be the smallest extended real number $M$ such that $a \leq M$ for every $a \in A$.

The infimum of $A$, denoted inf $A$, is the largest extended real number $m$ such that $m \leq a$ for all $a \in A$.

Note that, if $A$ is bounded above, then sup $A$ is the least upper bound of $A$. If $A$ is not bounded above, then the only extended real number $M$ with $a \leq M$ for all $a \in A$ is $\infty$, and so sup $A = \infty$ in this case. Similarly, inf $A$ is the greatest
lower bound of $A$ if $A$ is bounded below and is $-\infty$ if $A$ is not bounded below. Thus, sup $A$ and inf $A$ exist as extended real numbers for any non-empty set $A$, but they might not be finite. Also note that, even when they are finite real numbers, they may not actually belong to $A$, as Example 1.4.6 shows.

**Example 1.5.3.** Find the sup and inf of the following sets:

- $A = (-1, 1] = \{x \in \mathbb{R} : -1 < x \leq 1\}$;
- $B = (-\infty, 5) = \{x \in \mathbb{R} : x < 5\}$.
- $C = \left\{ \frac{n^2}{n+1} : n \in \mathbb{N} \right\}$ (1.5.1)
- $D = \left\{ \frac{1}{n} : n \in \mathbb{N} \right\}$ (1.5.2)

**Solution:** Clearly, $\inf A = -1$ and $\sup A = 1$. These are finite, $\sup A$ belongs to $A$, but $\inf A$ does not.

Also, $\inf B = -\infty$ and $\sup B = 5$. In this case, the inf is not finite. The sup is finite but does not belong to $B$.

Since $\frac{n^2}{n+1} \geq \frac{n}{2}$, the set $C$ is unbounded, and so $\sup C = \infty$. Also, we have $n + 1 \leq n^2 + n^2 = 2n^2$, and so

$$\frac{1}{2} \leq \frac{n^2}{n+1}$$

for all $n \in \mathbb{N}$. Thus, $1/2$ is a lower bound for $C$. It is the greatest lower bound, since it actually belongs to $C$, due to the fact that $\frac{n^2}{n+1} = \frac{1}{2}$ when $n = 1$. Thus, $\inf C = 1/2$.

Certainly 0 is a lower bound for the set $D$. It follows from the Archimedean property (see Example 1.4.9) that there is no $x \in F$ with $x > 0$ which is a lower bound for this set, and so $0$ is the greatest lower bound. Thus, $\inf D = 0$. Clearly, $\sup D = 1$.

If $A$ is a set of numbers and $\sup A$ actually belongs to $A$, then it is called the *maximum* of $A$ and denoted $\max A$. Similarly, if $\inf A$ belongs to $A$, then it is called the *minimum* of $A$ and is denoted $\min A$.

The following theorem is really just a restatement of the definition of sup, but it may give some helpful insight. It says that $\sup A$ is the dividing point between the numbers which are upper bounds for $A$ (if there are any) and the numbers which are not upper bounds for $A$. A similar theorem holds for inf. Its formulation and proof are left to the exercises.

**Theorem 1.5.4.** Let $A$ be a non-empty subset of $\mathbb{R}$ and $x$ an element of $\mathbb{R}$. Then

(a) $\sup A \leq x$ if and only if $a \leq x$ for every $a \in A$;
(b) \( x < \sup A \) if and only if \( x < a \) for some \( a \in A \).

**Proof.** (a) By definition \( a \leq x \) for every \( a \in A \) if and only if \( x \) is an upper bound for \( A \).

If \( x \) is an upper bound for \( A \), then \( A \) is bounded above. This implies its \( \sup \) is its least upper bound, which is necessarily less than or equal to \( x \).

Conversely, if \( \sup A \leq x \), then \( \sup A \) is finite and is the least upper bound for \( A \). Since \( \sup A \leq x \), \( x \) is also an upper bound for \( A \). Thus, \( \sup A \leq x \) if and only if \( a \leq x \) for every \( a \in A \).

(b) If \( x < \sup A \), then \( x \) is not an upper bound for \( A \), which means that \( x < a \) for some \( a \in A \). Conversely, if \( x < a \) for some \( a \in A \), then \( x < \sup A \), since \( a \leq \sup A \). Thus, \( x < \sup A \) if and only if \( x < a \) for some \( a \in A \). \( \square \)

**Example 1.5.5.** If \( A = \left\{ \frac{4n - 1}{6n + 3} : n \in \mathbb{N} \right\} \), find the set of all upper bounds for \( A \).

**Solution:** Long division yields

\[
\frac{4n - 1}{6n + 3} = \frac{2}{3} - \frac{1}{2n + 1} \leq \frac{2}{3}.
\]

Thus, \( 2/3 \) is an upper bound for \( A \). If \( x < 2/3 \), then \( \epsilon = 2/3 - x \) is positive, and the Archimedean Property implies we can choose \( n \) large enough that

\[
\frac{1}{2n + 1} < \frac{1}{n} < \epsilon.
\]

Then

\[
x < \frac{2}{3} - \frac{1}{2n + 1} = \frac{4n - 1}{6n + 3}
\]

for such an \( n \), which means that \( x \) is not an upper bound for \( A \).

We conclude that \( 2/3 \) is the least upper bound for \( A \) – that is \( \sup A = 2/3 \). By the previous theorem, the set of all upper bounds for \( A \) is the interval \( [2/3, \infty) \).

**Example 1.5.6.** If \( A = \left\{ \frac{n^2}{n + 1} : n \in \mathbb{N} \right\} \), find \( \sup A \) and the set of all upper bounds for \( A \).

**Solution:** Long division yields

\[
\frac{n^2}{n + 1} = n - 1 + \frac{1}{n + 1} \geq n - 1.
\]

Then the Archimedean Property implies that there are no upper bounds for \( A \), since, for every \( x \in \mathbb{R} \), there is an \( n \in \mathbb{N} \) for which \( n - 1 \) is larger than \( x \). Thus, the set of upper bounds for \( A \) is the empty set and \( \sup A = \infty \).
Properties of Sup and Inf

The next theorem uses the following notation concerning subsets $A$ and $B$ of $\mathbb{R}$:

$$ -A = \{ -a : a \in A \}; $$

$$ A + B = \{ a + b : a \in A, b \in B \}; $$

$$ A - B = \{ a - b : a \in A, b \in B \}. $$

**Theorem 1.5.7.** Let $A$ and $B$ be non-empty subsets of $\mathbb{R}$. Then

(a) $\inf A \leq \sup A$;

(b) $\sup(-A) = -\inf A$ and $\inf(-A) = -\sup A$;

(c) $\sup(A + B) = \sup A + \sup B$ and $\inf(A + B) = \inf A + \inf B$;

(d) $\sup(A - B) = \sup A - \inf B$;

(e) if $A \subset B$, then $\sup A \leq \sup B$ and $\inf B \leq \inf A$.

**Proof.** We will prove (a), (b), and (c) and leave (d) and (e) to the exercises.

(a) If $A$ is non-empty, then there is an element $a \in A$. Since $\inf A$ is a lower bound and $\sup A$ an upper bound for $A$, we have $\inf A \leq a \leq \sup A$.

(b) A number $x$ is a lower bound for the set $A$ ($x \leq a$ for all $a \in A$) if and only if $-x$ is an upper bound for the set $-A$ ($-a \leq -x$ for all $a \in A$). Thus, if $L$ is the set of all lower bounds for $A$, then $-L$ is the set of all upper bounds for $-A$. Furthermore, the largest member of $L$ and the smallest member of $-L$ are negatives of each other. That is, $-\inf A = \sup(-A)$. This is the first equality in (b). If we apply this result with $-A$ replacing $A$, we have $-\sup(-A) = \inf A$. If we multiply this by $-1$, we get the second equality in (b).

(c) Since $a \leq \sup A$ and $b \leq \sup B$ for all $a \in A$, $b \in B$, we have

$$ a + b \leq \sup A + \sup B \quad \text{for all} \quad a \in A, \ b \in B. $$

It follows that

$$ \sup(A + B) \leq \sup A + \sup B. $$

Let $x$ be any number less than $\sup A + \sup B$. We claim that there are elements $a \in A$ and $b \in B$ such that

$$ x < a + b. \quad (1.5.3) $$

Once proved, this will imply that no number less than $\sup A + \sup B$ is an upper bound for $A + B$. Thus, proving this claim will establish that $\sup(A + B) = \sup A + \sup B$.

There are two cases to consider: $\sup B$ finite and $\sup B = \infty$. If $\sup B$ is finite, then $x - \sup B < \sup A$, and Theorem 1.5.4 implies there is an $a \in A$ with $x - \sup B < a$. Then $x - a < \sup B$. Applying Theorem 1.5.4 again, we conclude there is an $b \in B$ with $x - a < b$. This implies (1.5.3), and proves our claim in the case where $\sup B$ is finite.
Now suppose \( \sup B = \infty \). Let \( a \) be any element of \( A \). Then \( x - a < \sup B = \infty \) and so, as above, we conclude from Theorem 1.5.4 that there is a \( b \in B \) satisfying \( x - a < b \). This implies (1.5.3), which establishes our claim in this case and completes the proof.

**Sup and Inf for Functions**

If \( f \) is a real valued function defined on some set \( X \) and if \( A \) is a subset of \( X \), then

\[
f(A) = \{f(x) : x \in A\}
\]

is a set of real numbers, and so we can take its sup and inf.

**Definition 1.5.8.** If \( f : X \to \mathbb{R} \) is a function and \( A \subset X \), then we set

\[
\sup_A f = \sup \{f(x) : x \in A\} \quad \text{and} \quad \inf_A f = \inf \{f(x) : x \in A\}.
\]

Thus, \( \sup_A f \) is the supremum of the set of values that \( f \) assumes on \( A \) and \( \inf_A f \) is the infimum of this set. They themselves may or may not be values that \( f \) assumes on \( A \). If \( \sup_A f \) is a value that \( f \) assumes on \( A \), then it is called the *maximum* of \( f \) on \( A \). Similarly, if \( \inf_A f \) is a value assumed by \( f \) somewhere on \( A \), then it is called the *minimum* of \( f \) on \( A \).

**Example 1.5.9.** Find \( \sup_I f \) and \( \inf_I f \) if

(a) \( f(x) = \sin x \) and \( I = [-\pi/2, \pi/2) \);

(b) \( f(x) = 1/x \) and \( I = (0, \infty) \).

**Solution:** (a) The function \( \sin x \) takes on all values in the interval \([-1, 1]\) on \( I \), but does not take on the value 1. Thus, \( \inf_I f = -1 \) and \( \sup_I f = 1 \). In this case, \( \inf_I f \) is a value assumed by \( f \) on \( I \), but \( \sup_I f \) is not.

(b) The function \( 1/x \) takes on all values in the open interval \((0, \infty)\). Thus, \( \inf_I f = 0 \) and \( \sup_I f = \infty \) in this case. Neither one of these extended real numbers is a value taken on by \( f \) on \( I \).

The following theorem concerning sup and inf for functions follows easily from Theorem 1.5.7. We leave the details to the exercises.

**Theorem 1.5.10.** Let \( f \) and \( g \) be functions defined on a set containing \( A \) as a subset, and let \( c \in \mathbb{R} \) be a positive constant. Then

(a) \( \sup_A cf = c \sup_A f \) and \( \inf_A cf = c \inf_A f \);

(b) \( \sup_A(-f) = -\inf_A f \);

(c) \( \sup_A(f + g) \leq \sup_A f + \sup_A g \) and \( \inf_A f + \inf_A g \leq \inf_A(f + g) \);

(d) \( \sup\{f(x) - f(y) : x, y \in A\} \leq \sup_A f - \inf_A f \).
Exercise Set 1.5

1. For each of the following sets, find the set of all extended real numbers \( x \) that are greater than or equal to every element of the set. Then find the sup of the set. Does the set have a maximum?
   
   (a) \((-10, 10)\);
   
   (b) \(\{n^2 : n \in \mathbb{N}\}\);
   
   (c) \(\left\{\frac{2n + 1}{n + 1}\right\}\).

2. Find the sup and inf of the following sets. Tell whether each set has a maximum or a minimum.
   
   (a) \((1, 8]\);
   
   (b) \(\left\{\frac{n + 2}{n^2 + 1}\right\}\);
   
   (c) \(\{n/m : n, m \in \mathbb{Z}, n^2 < 5m^2\}\).

3. Prove that if sup \( A < \infty \), then for each \( n \in \mathbb{N} \) there is an element \( a_n \in A \) such that sup \( A - 1/n < a_n \leq \) sup \( A \).

4. Prove that if sup \( A = \infty \), then for each \( n \in \mathbb{N} \) there is an element \( a_n \in A \) such that \( a_n > n \).

5. Formulate and prove the analog of Theorem 1.5.4 for inf.

6. Prove part (d) of Theorem 1.5.7.

7. Prove (e) of Theorem 1.5.7.

8. if \( A \) and \( B \) are two non-empty sets of real numbers, then prove that
   
   \[ \text{sup}(A \cup B) = \max\{\text{sup} A, \text{sup} B\} \quad \text{and} \quad \text{inf}(A \cup B) = \min\{\text{inf} A, \text{inf} B\}. \]

9. Find sup, \( f \) and inf, \( f \) for the following functions \( f \) and sets \( I \). Which of these is actually the maximum or the minimum of the function \( f \) on \( I \).
   
   (a) \( f(x) = x^2, \ I = [-1, 1]\);
   
   (b) \( f(x) = \frac{x + 1}{x - 1}, \ I = (1, 2)\);
   
   (c) \( f(x) = 2x - x^2, \ I = [0, 1]\).

10. Prove (a) of Theorem 1.5.10

11. Prove (b) of Theorem 1.5.10

12. Prove (c) of Theorem 1.5.10

13. Prove (d) of Theorem 1.5.10
Chapter 2

Sequences

In this chapter we have our first encounter with the concept of limit – the concept that lies at the heart of the calculus. We first study limits of sequences of real numbers. Limits of functions will be studied in the next chapter.

2.1 Limits of Sequences

Limits make sense in any context in which we have a notion of distance between objects. Thus, we begin with a discussion of the notion of distance between two real numbers.

Distance and Absolute Value

Recall that the absolute value $|x|$ of a number $x$ is defined by

$$|x| = \begin{cases} x & \text{if } x \geq 0 \\ -x & \text{if } x < 0 \end{cases}$$

Thus, $|x|$ is always a non-negative number. It can be thought of as the distance from $x$ to 0. For example,

$$|3| = |-3| = 3,$$

just means that the distance from 3 to 0 and the distance from $-3$ to 0 are the same, namely 3. More generally, if $x$ and $y$ are any two real numbers, the distance from $x$ to $y$ is $|x - y|$.

We will often need to specify that a number $x$ is close to another number $a$. However, this doesn’t mean anything unless we specify how close. If $\epsilon$ is a positive number, then the statement “$x$ is within $\epsilon$ of $a$” does have meaning. It means that the distance between $x$ and $a$ is less than $\epsilon$ – that is

$$|x - a| < \epsilon.$$

This statement also means that $x$ is in the open interval of radius $\epsilon$, centered at $a$, as pointed out in Part (b) of the following theorem.
**Theorem 2.1.1.** If \( x, y, a \) and \( \epsilon \) are real numbers with \( \epsilon > 0 \), then

(a) \(|y| < \epsilon\) if and only if \(-\epsilon < y < \epsilon\);
(b) \(|x - a| < \epsilon\) if and only if \(a - \epsilon < x < a + \epsilon\).

These statements remain true if “<” is replaced by “\(\leq\)”.

**Proof.** To prove (a), we consider two cases:

1. Suppose \( y \geq 0 \). Then \(|y| = y\), and so \(|y| < \epsilon\) if and only if \(y < \epsilon\). The latter statement means the same as \(-\epsilon < y < \epsilon\), because \(-\epsilon < y\) is automatically true in this case.

2. Suppose \( y < 0 \). Then \(|y| = -y\), and so \(|y| < \epsilon\) if and only if \(-y < \epsilon\). This is true if and only if \(-\epsilon < y\), which is true if and only if \(-\epsilon < y < \epsilon\), because \(y < \epsilon\) is automatically true in this case.

Part (b) follows from Part (a). That is, if we apply Part (a) with \( y = x - a \), then we conclude that \(|x - a| < \epsilon\) if and only if \(-\epsilon < x - a < \epsilon\), and this is true if and only if \(a - \epsilon < x < a + \epsilon\).

If “<” is replaced by “\(\leq\)” the proofs of (a) and (b) remain the same. \(\square\)

The following theorem will be used extensively throughout the text.

**Theorem 2.1.2. (Triangle Inequality)** If \( a \) and \( b \) are real numbers, then

(a) \(|a + b| \leq |a| + |b|\); and
(b) \(||a| - |b|| \leq |a - b||\).

**Proof.** For part (a), we observe that \(-|a| \leq a \leq |a|\) and \(-|b| \leq b \leq |b|\). If we add these inequalities, the result is

\[-(|a| + |b|) \leq a + b \leq |a| + |b|\]

By the preceding theorem (with “<” replaced by “\(\leq\)”), this is equivalent to \(|a + b| \leq |a| + |b|\). This proves Part (a).

Part (b) follows from Part (a). That is, Part (a) implies \(|a| = |b + (a - b)| \leq |b| + |a - b|\) and this yields

\[|a| - |b| \leq |a - b|\] \hspace{1cm} (2.1.1)

when we subtract \(|b|\) from both sides. If we interchange \(b\) and \(a\), then the right side of this inequality stays the same and the left side becomes \(|b| - |a|\). Thus, the inequality

\[|b| - |a| \leq |b| + |a - b|\]

also holds. This, and (2.1.1) together imply (b). \(\square\)
Sequences

A sequence of real numbers is a function from the natural numbers to the real numbers. That is, it is an assignment of a real number \( a_n \) to each natural number \( n \). Traditionally, we use the notation \( \{a_n\}_{n=1}^{\infty} \) or simply \( \{a_n\} \), to denote a sequence, rather than using standard function notation. Alternatively, we may describe a sequence by writing out its first few terms and possibly its \( n \)th term:

\[
a_1, a_2, a_3, \ldots \quad \text{or} \quad a_1, a_2, a_3, \ldots, a_n, \ldots.
\]

Example 2.1.3. Write each of the following sequences in the form \( a_1, a_2, a_3, \ldots, a_n, \ldots \).

(a) the sequence \( \{(-1)^n1/n\} \);
(b) the sequence of positive even integers;
(c) the sequence defined inductively by \( a_1 = 2 \) and \( a_{n+1} = \frac{a_n + 1}{2} \).

Solution: The answers are

(a) \(-1, 1/2, -1/3, \ldots, (-1)^n1/n, \ldots\);
(b) \(2, 4, 6, \ldots, 2n, \ldots\);
(c) \(2, 3/2, 5/4, \ldots, 1 + 1/2^{n-1}, \ldots\).

The first two are obvious. For (c), we prove that \( a_n = 1 + 1/2^{n-1} \) by induction. This is certainly true for \( n = 1 \). If it is correct for an integer \( n \), then \( a_n = 1 + 1/2^{n-1} \) and so

\[
a_{n+1} = (a_n + 1)/2 = (1 + 1/2^{n-1} + 1)/2 = 1 + 1/2^n.
\]

Thus, our formula for \( a_n \) is true for \( n + 1 \) if it is true for \( n \). By induction, it is true for all natural numbers.

It is sometimes convenient to begin the indexing of a sequence at some integer \( k \) other than 1. For example, the sequence

\[
1, 2, 4, 8, \ldots, 2^n, \ldots
\]

has description \( n \rightarrow 2^{n-1} \) as a function from the natural numbers to the real numbers, or, using standard sequence notation, \( \{2^{n-1}\}_{n=1}^{\infty} \), but it is usually more convenient to think of it as the function \( n \rightarrow 2^n \) from the non-negative integers to the reals, and denote it \( \{2^n\}_{n=0}^{\infty} \). Similarly, the sequence

\[
8/3, 4, 32/5, 32/3, 128/7, \ldots
\]
can be described as the sequence \( \left\{ \frac{2^n + 2}{n + 2} \right\}_{n=1}^{\infty} \), but it may be more convenient to describe it as \( \left\{ \frac{2^n}{n} \right\}_{n=3}^{\infty} \). Passing from one notation to the other is a change of variables in the index – that is, \( n \) is replaced by \( n - 2 \) and the starting point for the sequence is changed from \( n = 1 \) to \( n = 3 \) (since \( n - 2 = 1 \) when \( n = 3 \)).

**Limits of Sequences**

A sequence \( \{a_n\} \) converges to a number \( a \) if the distance from \( a_n \) to \( a \) can be made less than any given positive number by insisting that \( n \) be sufficiently large. More precisely:

**Definition 2.1.4.** A sequence \( \{a_n\} \) of real numbers is said to converge to the number \( a \), or have limit equal to \( a \), if, for each \( \epsilon > 0 \), there is a real number \( N \) such that
\[
|a_n - a| < \epsilon \quad \text{whenever} \quad n > N.
\]

In this case, we will write \( \lim_{n \to \infty} a_n = a \) or \( \lim a_n = a \) or simply \( a_n \to a \).

**Remark 2.1.5.** If we compare what would be required by the above definition for \( \lim a_n = a \) and what would be required for \( \lim |a_n - a| = 0 \), then we find that the requirements are identical. Thus, \( a_n \to a \) if and only if \( |a_n - a| \to 0 \).

The limit of a sequence (if it exists) is well defined – that is, a sequence cannot have more than one limit.

**Theorem 2.1.6.** If \( a_n \to a \) and \( a_n \to b \), then \( a = b \).

**Proof.** If \( a_n \to a \) and \( a_n \to b \), then, for each \( \epsilon > 0 \) there are numbers \( N_1 \) and \( N_2 \) such that
\[
\begin{align*}
n > N_1 & \quad \text{implies} \quad |a_n - a| < \epsilon/2, \text{and} \\
n > N_2 & \quad \text{implies} \quad |a_n - b| < \epsilon/2.
\end{align*}
\]

If \( n \) is an integer larger than both \( N_1 \) and \( N_2 \), then
\[
|b - a| = |(a_n - a) + (b - a_n)| \leq |a_n - a| + |b - a_n| < \epsilon/2 + \epsilon/2 = \epsilon.
\]

This implies that \( |b - a| \) is smaller than every positive number \( \epsilon \). Since \( |b - a| \geq 0 \), this is possible only if \( |b - a| = 0 \) – that is, only if \( a = b \). (In this argument we used an important property of the real number system without comment. In Exercise 2.1.12 you are asked to figure out what property that is.)

Finding the limit of a sequence often involves two steps: (1) make a good intuitive guess as to what the limit should be, and (2) prove that your guess is correct by using the above definition or theorems that have been proved using it. The following example illustrates the first of these steps.
Example 2.1.7. Make an educated guess as to what the limits are for the following sequences.

(a) \( \{1/n\} \);

(b) \( \left\{ \frac{n}{2n+1} \right\} \);

(c) \( \{(-1)^n\} \);

(d) \( \{\sqrt{4+1/n}\} \).

**Solution:**

(a) The larger \( n \) becomes, the smaller \( 1/n \) becomes. Thus, it appears that \( \lim 1/n = 0 \).

(b) If we divide the numerator and denominator of \( \frac{n}{2n+1} \) by \( n \), the result is \( \frac{1}{2+1/n} \). If \( 1/n \to 0 \), then it should be the case that \( \frac{1}{2+1/n} \to 1/2 \). Thus, we choose \( 1/2 \) as our guess.

(c) Since the sequence \( \{(-1)^n\} \) alternates between -1 and 1, it does not appear to converge to any one number. Thus, we guess that it does not converge.

(d) If \( 1/n \to 0 \), then it should be the case that \( \sqrt{4+1/n} \to \sqrt{4} = 2 \). Thus, our guess is 2.

Example 2.1.8. Use the definition of limit to verify that the guesses in the preceding example are correct:

**Solution:**

(a) Given \( \epsilon > 0 \), we must show that there is an \( N \) such that \( n > N \) implies \( 1/n < \epsilon \). However, since \( 1/n < \epsilon \) if and only if \( n > 1/\epsilon \), if we choose \( N = 1/\epsilon \), then indeed, \( n > N \) implies \( 1/n < \epsilon \).

(b) Given \( \epsilon > 0 \) we must show that there is an \( N \) such that

\[
\left| \frac{n}{2n+1} - 1/2 \right| < \epsilon.
\]

Some work with the expression in absolute values shows us how to do this:

\[
\left| \frac{n}{2n+1} - 1/2 \right| = \left| \frac{2n-2n+1}{4n+2} \right| = \frac{1}{4n+2} < \frac{1}{4\epsilon}.
\]

Thus, \( \left| \frac{n}{2n+1} - 1/2 \right| < \epsilon \) whenever \( \frac{1}{4n} < \epsilon \) – that is, whenever \( n > \frac{1}{4\epsilon} \). Thus, it suffices to choose \( N = \frac{1}{4\epsilon} \).

(c) We will show that there is no number \( a \) which satisfies the definition of the statement \( \lim(-1)^n = a \). Let \( a \) be any real number and choose \( \epsilon = 1/2 \). If \( \lim(-1)^n = a \), then there must be an \( N \) such that

\[
n > N \quad \text{implies} \quad |(-1)^n - a| < 1/2.
\]

Since there are both even and odd integers \( n > N \), this means that

\[
|1-a| < 1/2 \quad \text{and} \quad |-1-a| < 1/2.
\]
Then the triangle inequality (Theorem 2.1.2 (a)) implies

\[ 2 = |1 - a + 1 + a| \leq |1 - a| + |1 + a| = |1 - a| + |1 - a| < 1/2 + 1/2 = 1. \]

Since it is not true that 2 < 1, our assumption that \( \lim(-1)^n = a \) must be false. Since this is the case no matter what real number we choose for \( a \), we conclude that \( \{(−1)^n\} \) has no limit. (Once again, as in the proof of Theorem 2.1.6, we used here, without comment, a special property of the real number system. Exercise 2.1.12 asks you to state what property that is.)

(d) Given \( \epsilon > 0 \), we must show there is an \( N \) such that

\[ n > N \implies |\sqrt{4 + 1/n} - 2| < \epsilon. \]

We simplify this problem by rationalizing the positive expression \( \sqrt{4 + 1/n} - 2 \):

\[ |\sqrt{4 + 1/n} - 2| = \sqrt{4 + 1/n} - 2 = \frac{(\sqrt{4 + 1/n} - 2)(\sqrt{4 + 1/n} + 2)}{\sqrt{4 + 1/n} + 2} \]

\[ = \frac{4 + 1/n - 4}{\sqrt{4 + 1/n} + 2} < \frac{1/n}{\sqrt{4 + 2}} = \frac{1}{4n}. \]

Thus, if \( N = 4/\epsilon \), then \( n > N \) implies \( |\sqrt{4 + 1/n} - 2| < \epsilon. \)

**Exercise Set 2.1**

1. Show that

(a) if \( |x - 5| < 1 \), then \( x \) is a number greater than 4 and less than 6.;

(b) if \( |x - 3| < 1/2 \) and \( |y - 3| < 1/2 \), then \( |x - y| < 1; \)

(c) if \( |x - a| < 1/2 \) and \( |y - b| < 1/2 \), then \( |x + y - (a + b)| < 1. \)

2. Use the triangle inequality to prove that there is no number \( x \) which satisfies both \( |x - 1| < 1/2 \) and \( |x - 2| < 1/2. \)

3. Put each of the following sequences in the form \( a_1, a_2, a_3, \cdots, a_n, \cdots \). This requires that you compute the first 3 terms and find an expression for the \( n \)th term.

   (a) the sequence of positive odd integers;
   
   (b) the sequence defined inductively by \( a_1 = 1 \) and \( a_{n+1} = -\frac{a_n}{2}; \)
   
   (c) the sequence defined inductively by \( a_1 = 1 \) and \( a_{n+1} = \frac{a_n}{n + 1} \)

In each of the next six exercises, first make an educated guess as to what you think the limit is, then use the definition of limit to prove that your guess is correct.

4. \( \lim 1/n^2. \)
5. \( \lim_{n \to \infty} \frac{2n - 1}{3n + 1} \).

6. \( \lim \frac{(-1)^n}{n} \).

7. \( \lim \frac{n}{n^3 + 4} \).

8. \( \lim \left( \sqrt{n + 1} - \sqrt{n} \right) \).

9. Prove that \( \lim \left( \frac{1}{n} + \frac{(-1)^n}{n^2} \right) = 0 \).

10. Prove that \( \lim 2^{-n} = 0 \). Hint: prove first that \( 2^n \geq n \) for all natural numbers \( n \).

11. Prove that if \( a_n \to 0 \) and \( k \) is any constant, then \( ka_n \to 0 \).

12. In the proof of Theorem 2.1.6 we failed to point out that one step is true only because we are working in the real number system and not some other ordered field. What special property of the real number system makes this argument work? This same property is also used without comment in Example 2.1.8 (c).

2.2 Using the Definition of Limit

It is important that mathematics students become comfortable with the notion of limit of a sequence. Unfortunately, it is a difficult concept to grasp. Students almost always have difficulty with it at first and learn to understand it only through repeated exposure and extensive practice in its use. This section is designed to provide some of this practice.

Using Identities and Inequalities

In each of the following examples, we wish to show that a certain sequence \( \{a_n\} \) has limit \( a \). The strategy for doing this, in each case, is to use identities and inequalities on the expression \( |a_n - a| \) until we can show that it is less than or equal to some much simpler expression in \( n \) that can clearly be made less than any given \( \epsilon \) by choosing \( n \) large enough.

Example 2.2.1. Prove that \( \lim \frac{n}{2n - 3} = 1/2 \).

Solution: We have

\[
\left| \frac{n}{2n - 3} - \frac{1}{2} \right| = \left| \frac{2n - 2n + 1}{4n - 6} \right| = \frac{1}{4n - 6}.
\]

Now \( 4n - 6 = n + (3n - 6) \geq n \) whenever \( n > 1 \). Thus,

\[
\left| \frac{n}{2n - 3} - \frac{1}{2} \right| \leq \frac{1}{4n - 6} \leq \frac{1}{n}.
\]
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provided $n > 1$. Given $\epsilon > 0$, if we choose $N = \max\{1, 1/\epsilon\}$, then

\[ \left| \frac{n}{2n-3} - \frac{1}{2} \right| \leq \frac{1}{n} < \epsilon \quad \text{whenever} \quad n > N. \]

This completes the proof that $\lim \frac{n}{2n-3} = 1/2$.

\textbf{Example 2.2.2.} Prove that $\lim (2 + 1/n)^2 = 4$.

\textbf{Solution:} We have

\[ |(2 + 1/n)^2 - 4| = |2 + 1/n + 2||2 + 1/n - 2| = \frac{4 + 1/n}{n} \leq \frac{5}{n}. \]

Thus, given $\epsilon > 0$, if we set $N = 5/\epsilon$ we have

\[ |(2 + 1/n)^2 - 4| \leq \frac{5}{n} < \epsilon \quad \text{whenever} \quad n > N. \]

This proves that $\lim (2 + 1/n)^2 = 4$.

\textbf{Using Information About a Limit}

Knowing that a sequence converges or that it converges to a specific number always provides a great deal of other information. We give some examples below.

\textbf{Theorem 2.2.3.} If $\lim a_n = a$ and $a < c$, then there exists an $N$ such that

\[ a_n < c \quad \text{for all} \quad n > N. \]

Similarly, if $b < a$, then there is an $N$ such that

\[ b < a_n \quad \text{for all} \quad n > N. \]

\textbf{Proof.} If $a < c$, then $c - a > 0$. Since $\lim a_n = a$, for each $\epsilon > 0$, there is an $N$ such that

\[ |a_n - a| < \epsilon \quad \text{whenever} \quad n > N. \]

If we use this in the case where $\epsilon = c - a$ it tells us there is an $N$ such that

\[ |a_n - a| < c - a \quad \text{whenever} \quad n > N. \]

This implies

\[ a - c + a < a_n < a + c - a \quad \text{whenever} \quad n > N, \]

by Theorem 2.1.1(b). Thus, $a_n < c$ for all $n > N$.

The second statement of the theorem is proved in the same way. \qed

A sequence $\{a_n\}$ is bounded above (or below) if the set of numbers which appear as terms of $\{a_n\}$ is bounded above (or below) as a set of numbers. A sequence which is bounded above and bounded below is simply said to be bounded.

The following corollary follows directly from the preceding theorem. We leave the details to the exercises.
Corollary 2.2.4. If a sequence \( \{a_n\} \) converges, then it is bounded.

Theorem 2.2.5. If \( \{a_n\} \) is a sequence and \( \lim a_n = a \), then \( \lim |a_n| = |a| \).

Proof. We use the second form of the triangle inequality (Theorem 2.1.2(b)) to write
\[
||a_n| - |a|| \leq |a_n - a|.
\]
(2.2.1)
Since \( \lim a_n = a \), given \( \epsilon > 0 \), there is an \( N \) such that
\[
|a_n - a| < \epsilon \quad \text{whenever} \quad n > N.
\]
Then, by (2.2.1), it is also true that
\[
||a_n| - |a|| < \epsilon \quad \text{whenever} \quad n > N,
\]
Thus, \( \lim |a_n| = |a| \).

Example 2.2.6. For a sequence \( \{a_n\} \) with \( \lim a_n = a \), prove \( \lim a_n^2 = a^2 \).

Solution: We first note that
\[
|a_n^2 - a^2| = |a + a_n||a_n - a| \leq (|a_n| + |a|)|a_n - a| \tag{2.2.2}
\]
We know that \( \lim |a_n| = |a| \) by the previous theorem. Since \( |a| < |a| + 1 \), Theorem 2.2.3 implies that there is an \( N_1 \) such that \( |a_n| < |a| + 1 \) for all \( n > N_1 \). This and (2.2.2) together imply that
\[
|a_n^2 - a^2| < (2|a| + 1)|a_n - a| \quad \text{whenever} \quad n > N_1.
\]
Given \( \epsilon > 0 \) we choose \( N_2 = \frac{\epsilon}{2|a| + 1} \) and \( N = \max(N_1, N_2) \). Then
\[
|a_n - a| < \epsilon \quad \text{whenever} \quad n > N.
\]
Hence, \( \lim a_n^2 = a^2 \).

An Equivalent Definition of Limit

The following theorem rephrases the definition of limit in a way that may provide some additional insight.

Theorem 2.2.7. A sequence \( \{a_n\} \) converges to \( a \) if and only if, for each \( \epsilon > 0 \), there are only finitely many \( n \) for which \( |a_n - a| \geq \epsilon \).

Proof. Given \( \epsilon > 0 \), set
\[
A_\epsilon = \{n \in \mathbb{N} : |a_n - a| \geq \epsilon\}.
\]
If \( \lim a_n = a \) and \( \epsilon > 0 \), there is an \( N \) such that \( |a_n - a| < \epsilon \) whenever \( n > N \).
This means that \( A_\epsilon \) is contained in the set \( \{1, 2, \ldots, N\} \) and, hence, is finite.
Conversely, suppose that, for each \( \epsilon > 0 \), the set \( A_\epsilon \) is finite. Then given \( \epsilon > 0 \), the set \( A_\epsilon \) has a largest element \( N \). This means \( n \notin A_\epsilon \) if \( n > N \) — that is, \( |a_n - a| < \epsilon \) if \( n > N \). This implies that \( \lim a_n = a \). □
Negating the Limit Definition

What does it mean for it not to be true that \( \lim a_n = a \)? That is, what is the negation of the statement “for each \( \epsilon > 0 \) there is an \( N \) such that \( |a_n - a| < \epsilon \) whenever \( n > N \)” ? If it is not true that for each \( \epsilon > 0 \), there is an \( N \) such that \( \cdots \), then for some \( \epsilon > 0 \), there is no \( N \) such that \( \cdots \). If we fill in the dots we get the following statement:

The sequence \( \{a_n\} \) does not converge to \( a \) if and only for some \( \epsilon > 0 \) there is no \( N \) such that \( |a_n - a| < \epsilon \) for all \( n > N \).

We may rephrase the second half of this statement to obtain:

The sequence \( \{a_n\} \) does not converge to \( a \) if and only for some \( \epsilon > 0 \) and for every \( N \) there is an \( n > N \) such that \( |a_n - a| \geq \epsilon \).

Negating the equivalent definition of limit given in Theorem 2.2.7 yields a somewhat simpler statement:

The sequence \( \{a_n\} \) does not converge to \( a \) if and only for some \( \epsilon > 0 \) there are infinitely many \( n \in \mathbb{N} \) for which \( |a_n - a| \geq \epsilon \).

**Example 2.2.8.** Show that the sequence \( \{2^{-n} + (1 + (-1)^n)2^{-50}\} \) does not converge to 0.

**Solution:** Try computing a few terms of this sequence on a calculator. It appears to be converging to 0. However, if we choose \( \epsilon = 2^{-49} \), then for every even \( n \in N \)

\[
|2^{-n} + (1 + (-1)^n)2^{-50} - 0| = 2^{-n} + 2 \cdot 2^{-50} \geq 2^{-49}.
\]

Since this inequality holds for infinitely many \( n \), the sequence does not converge to 0.

**Exercise Set 2.2**

In each of the following six exercises, first make an educated guess as to what you think the limit is, then use the definition of limit to prove that your guess is correct.

1. \( \lim \frac{3n^2 - 2}{n^2 + 1} \).
2. \( \lim \frac{n}{n^2 + 2} \).
3. \( \lim \frac{1}{\sqrt{n}} \).
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4. \( \lim \left( \frac{n}{n + 1} \right)^2 \).

5. \( \lim (\sqrt{n^2 + n} - n) \).

6. \( \lim (1 + 1/n)^3 \).

7. Prove Corollary 2.2.4.

8. Prove that if \( \lim a_n = a \), then \( \lim a_n^3 = a^3 \).

9. Does the sequence \( \{\cos(n\pi/3)\} \) have a limit? Justify your answer.

10. Give an example of a sequence \( \{a_n\} \) which does not converge, but the sequence \( \{|a_n|\} \) does converge.

11. Prove that if \( \{a_n\} \) and \( \{b_n\} \) are sequences with \( |a_n| \leq b_n \) for all \( n \) and if \( \lim b_n = 0 \), then \( \lim a_n = 0 \) also.

12. Prove the following partial converse to Theorem 2.2.3: Suppose \( \{a_n\} \) is a convergent sequence. If there is an \( N \) such that \( a_n < c \) for all \( n > N \), then \( \lim a_n \leq c \). Also, if there is an \( N \) such that \( b < a_n \) for all \( n > N \), then \( b \leq \lim a_n \).

2.3 Limit Theorems

We reiterate that the strategy to use in proving a statement of the form

\[
\lim a_n = a
\]

directly from the definition is to use a string of identities and inequalities to conclude that \( |a_n - a| \) is less than or equal to a simpler expression in \( n \) that we can easily force to be less than \( \epsilon \) by making \( n \) sufficiently large. This strategy was used throughout the previous two sections. The following theorem formalizes this strategy in a way that will lead us to use the right approach to many limit proofs.

**Theorem 2.3.1.** Let \( \{a_n\} \) and \( \{b_n\} \) be sequences of real numbers and suppose \( \lim b_n = 0 \). If \( a \in \mathbb{R} \) and there is an \( N_1 \) such that

\[
|a_n - a| \leq b_n \quad \text{for all} \quad n > N_1,
\]

then \( \lim a_n = a \).

**Proof.** Since \( \lim b_n = 0 \), given any \( \epsilon > 0 \), there is an \( N_2 \) such that

\[
b_n = |b_n - 0| < \epsilon \quad \text{whenever} \quad n > N_2.
\]

It now follows from (2.3.1) that

\[
|a_n - a| < \epsilon \quad \text{whenever} \quad n > N = \max\{N_1, N_2\}.
\]

Thus, \( \lim a_n = a \).
Of course, to prove that \( \lim a_n = a \) using this theorem one must establish an inequality of the form (2.3.1), where \( \{b_n\} \) is a sequence of non-negative terms that we know converges to 0. The proof of the next theorem uses this technique. The proof is easy and is left to the exercises.

A sequence \( \{b_n\} \) for which there is a number \( k \) such that \( b_n \leq k \) for all \( n \) is said to be bounded above. If there is a number \( m \) such that \( m \leq b_n \) for all \( n \), then the sequence is said to be bounded below. A sequence which is bounded above and below is simply said to be bounded. Note that a sequence \( \{b_n\} \) is bounded if and only if \( \{|b_n|\} \) is bounded above (Exercise 2.3.6). Recall from Corollary 2.2.4 that convergent sequences are bounded.

**Theorem 2.3.2.** Let \( \{a_n\} \) be a sequence of real numbers such that \( \lim a_n = 0 \), and let \( \{b_n\} \) be a bounded sequence. Then \( \lim a_n b_n = 0 \).

The following theorem is often called the squeeze principle.

**Theorem 2.3.3.** If \( \{a_n\} \), \( \{b_n\} \), and \( \{c_n\} \) are sequences for which there is a number \( K \) such that \( b_n \leq a_n \leq c_n \) for all \( n > K \), and if \( b_n \rightarrow a \) and \( c_n \rightarrow a \), then \( a_n \rightarrow a \).

**Proof.** Since \( b_n \rightarrow a \) and \( c_n \rightarrow a \), given \( \epsilon > 0 \) there are numbers \( N_1 \) and \( N_2 \) such that
\[
a - \epsilon < b_n < a + \epsilon \quad \text{for all} \quad n > N_1; \quad \text{and} \quad a - \epsilon < c_n < a + \epsilon \quad \text{for all} \quad n > N_2.
\]
Then for \( n > N = \max\{N_1, N_2, K\} \) we have
\[
a - \epsilon < b_n \leq a_n \leq c_n < a + \epsilon.
\]
This implies \( |a_n - a| < \epsilon \). Thus, \( \lim a_n = a \). \( \square \)

**Example 2.3.4.** Prove that if \( \{a_n\} \) is a sequence of positive numbers converging to a positive number \( a \), then \( \lim \sqrt{a_n} = \sqrt{a} \).

**Solution:** We will use Theorem 2.3.1. Rationalizing the numerator gives us
\[
|\sqrt{a_n} - \sqrt{a}| = \frac{|a_n - a|}{\sqrt{a_n} + \sqrt{a}} < \frac{1}{\sqrt{a}}|a_n - a|.
\]
Since \( a_n \rightarrow a \), Remark 2.1.5 implies \( |a_n - a| \rightarrow 0 \). Then Theorems 2.3.2 and 2.3.1 imply \( \sqrt{a_n} \rightarrow \sqrt{a} \).

**Example 2.3.5.** Prove that if \( |a| < 1 \), then \( \lim a^n = 0 \).

**Solution:** The result is trivial in the case \( a = 0 \). If \( a \neq 0 \), we set \( b = |a|^{-1} - 1 \). Then \( b > 0 \) and \( |a|^{-1} = 1 + b \). We use the Binomial Theorem (Theorem 1.2.6) to expand \( |a|^{-n} = (1 + b)^n \):
\[
(1 + b)^n = 1 + nb + \frac{n(n-1)}{2}b^2 + \cdots + b^n.
\]
Since all the terms involved are positive, it follows that $|a|^{-n} = (1 + b)^n \geq nb$. Inverting this yields 

$$|a^n| \leq \frac{1}{nb} = \frac{1}{b} \frac{1}{n}$$

Since $1/n \to 0$, it follows from Theorem 2.3.2 that $a^n \to 0$.

### The Main Limit Theorem

This is the theorem that tells us that the limit concept behaves well with regard to the usual algebraic operations.

**Theorem 2.3.6.** Suppose $a_n \to a$, $b_n \to b$, $c$ is a real number, and $k$ is a natural number. Then

(a) $ca_n \to ca$;
(b) $a_n + b_n \to a + b$;
(c) $a_nb_n \to ab$;
(d) $a_n/b_n \to a/b$ if $b \neq 0$ and $b_n \neq 0$ for all $n$;
(e) $a_n^k \to a^k$;
(f) $a_n^{1/k} \to a^{1/k}$ if $a_n \geq 0$ for all $n$.

**Proof.** Part (a) follows immediately from Theorem 2.3.2. We will prove (c), and (e) and leave (b), (d), and (f) to the exercises.

(c) We use the strategy suggested by Theorem 2.3.1. We have

$$|a_nb_n - ab| = |a_nb_n - ab_n + ab_n - ab| \leq |a_n - a||b_n| + |a||b_n - b|,$$

by the triangle inequality. Furthermore, we have $\{b_n\}$ is bounded by 2.2.4, and so $\{|b_n|\}$ is bounded above. We also have $|a_n - a| \to 0$, by Remark 2.1.5. Therefore, by Theorem 2.3.2, $|a_n - a||b_n| \to 0$. By Part (a), $|a||b_n - b| \to 0$. By Part (b) the sum $|a_n - a||b_n| + |a||b_n - b|$ converges to 0 and, hence, $a_nb_n \to ab$ by Theorem 2.3.1.

(e) We use the identity

$$a_n^k - a^k = (a_n - a)(a_n^{k-1} + a_n^{k-2}a + a_n^{k-3}a^2 + \cdots + a^{k-1}) = (a_n - a)b_n,$$

where

$$b_n = a_n^{k-1} + a_n^{k-2}a + a_n^{k-3}a^2 + \cdots + a^{k-1}.$$

Now, because the sequence $\{a_n\}$ converges, it is bounded and, hence, $\{|a_n|\}$ is bounded above. We choose an upper bound $m$ for $|a_n|$ which also satisfies $|a| \leq m$. Then

$$|b_n| \leq km^k.$$

Since $k$ and $m$ are fixed, the sequence $\{|b_n|\}$ is bounded above.

We conclude from Theorem 2.3.2 that $|a_n - a||b_n| \to 0$ and from Theorem 2.3.1 that $a_n^k \to a^k$. 

\[\blacksquare\]
Example 2.3.7. Use the main limit theorem to find \( \lim_{n \to \infty} \frac{n^2 + 3n + 1}{3n^2 - 7n + 2} \).

Solution: In a problem of this type, we divide the numerator and denominator by the highest power of \( n \) that appears in either one. In this case, that is the second power. The result is

\[
\frac{1 + 3/n + 1/n^2}{3 - 7/n + 2/n^2}.
\]

The main limit theorem then tells us that

\[
\lim_{n \to \infty} \frac{1 + 3/n + 1/n^2}{3 - 7/n + 2/n^2} = \frac{\lim(1 + 3(1/n) + 2(1/n)^2)}{\lim(3 - 7(1/n) + 2(1/n)^2)} = \frac{1 + 3 \lim(1/n) + 2(\lim 1/n)^2}{3 - 7 \lim(1/n) + 2(\lim 1/n)^2} = \frac{1 + 3 \cdot 0 + 2(0)^2}{3 - 7 \cdot 0 + 2(0)^2} = \frac{1}{3}.
\]

Exercise Set 2.3

1. Use the Main Limit Theorem to find \( \lim_{n \to \infty} \frac{2n^3 - n + 1}{3n^3 + n^2 + 6} \).

2. Use the Main Limit Theorem to find \( \lim_{n \to \infty} \frac{n^2 - 5}{n^3 + 2n^2 + 5} \).

3. Use the Main Limit Theorem to find \( \lim_{n \to \infty} \frac{2^n}{2n + 1} \).
4. Prove that \( \lim \frac{\sin n}{n} = 0 \).

5. Prove Theorem 2.3.2.

6. Prove that a sequence \( \{a_n\} \) is both bounded above and bounded below if and only if its sequence of absolute values \( \{|a_n|\} \) is bounded above.

7. Prove Part (b) of Theorem 2.3.6.

8. Prove that if \( \{b_n\} \) is a sequence of positive terms and \( b_n \to b > 0 \), then there is a number \( m > 0 \) such that \( b_n \geq m \) for all \( n \).

9. Prove Part (d) of Theorem 2.3.6. Hint: use the previous exercise.

10. Prove Part (f) of Theorem 2.3.6. Hint: use the identity

\[
x^k - y^k = (x - y)(x^{k-1} + x^{k-2}y + \cdots + y^{k-1})
\]

with \( x = a_n^{1/k} \) and \( y = a^{1/k} \).

11. For each natural number \( n \), let \( b_n = n^{1/n} - 1 \). Then \( b_n \) is positive and \( n = (1 + b^n)^n \). Use the Binomial Theorem (Theorem 1.2.6) to prove that

\[
n \geq \frac{n(n-1)}{2} b_n^2
\]

and, hence, that \( b_n \leq \sqrt{\frac{2}{n-1}} \).

12. Prove that \( \lim n^{1/n} = 1 \). Hint: use the result of the previous exercise.

13. Prove that if \( a > 0 \), then \( \lim a^{1/n} = 1 \). Hint: do this first for \( a \geq 1 \); use the result of the previous exercise and the squeeze principle.

## 2.4 Monotone Sequences

A sequence of real numbers \( \{a_n\} \) is said to be non-decreasing if \( a_{n+1} \geq a_n \) for each \( n \). The sequence is said to be non-increasing if \( a_{n+1} \leq a_n \) for each \( n \). If it is one or the other (either non-decreasing or non-increasing), the sequence is said to be monotone.

### Convergence of Monotone Sequences

In this section and the next, we will develop powerful tools for proving that a sequence converges. These tools work even in situations where we have no idea what the limit might be. It is the completeness axiom for the real number system that makes these results possible.

**Theorem 2.4.1. (Monotone Convergence Theorem)** Each bounded monotone sequence converges.
Proof. A non-decreasing sequence \( \{a_n\} \) is bounded if and only if it is bounded above, since it is automatically bounded below by \( a_1 \). Similarly, a non-increasing sequence is bounded if and only if it is bounded below.

We will prove that every non-decreasing sequence that is bounded above converges. The proof that every non-increasing sequence that is bounded below converges is the same but with all the inequalities reversed.

Thus, suppose \( \{a_n\} \) is non-decreasing and bounded above. Then the set

\[
A = \{a_n : n \in \mathbb{N}\}
\]

is a non-empty set which is bounded above. By the completeness axiom \( \text{C} \), this set has a least upper bound \( a \). That is,

\[
\sup_n a_n = \sup A = a
\]

is finite. We will show that \( a \) is the limit of the sequence \( \{a_n\} \).

Given \( \epsilon > 0 \), the number \( a - \epsilon \) is less than \( a \) and so it is not an upper bound for \( A \). This means there is some natural number \( N \) such that \( a - \epsilon < a_N \). If \( n > N \), then \( a_N \leq a_n \) since \( \{a_n\} \) is a non-decreasing sequence. This implies \( a - \epsilon < a_n \). We also have \( a_n \leq a < a + \epsilon \), since \( a \) is an upper bound for \( \{a_n\} \). Combining these inequalities yields

\[
a - \epsilon < a_n < a + \epsilon \quad \text{for all} \quad n > N.
\]

By Theorem 2.1.1(b), this is equivalent to

\[
|a_n - a| < \epsilon \quad \text{for all} \quad n > N.
\]

We conclude that \( \lim a_n = a \).

\[\square\]

Example 2.4.2. Let a sequence be defined inductively by \( a_1 = 0 \) and

\[
a_{n+1} = \frac{a_n + 1}{2}.
\]

Prove that this sequence converges and find its limit.

**Solution:** This is a non-decreasing sequence (Exercise 1.2.5). Also, a simple induction argument shows that it is bounded above by 1. Therefore it is a bounded monotone sequence, and it converges by the previous theorem. Let \( \lim a_n = a \). If we take the limit of both sides of (2.4.1), the result is \( a = (a+1)/2 \), or \( a/2 = 1/2 \). Thus, \( a = 1 \).

A less trivial example is the following:

Example 2.4.3. Let a sequence \( \{a_n\} \) be defined inductively by \( a_1 = 2 \) and

\[
a_{n+1} = \frac{a_n^2 + 2}{2a_n}.
\]

Prove that this sequence converges and then find its limit.
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Solution: We first note that a trivial induction argument shows that $a_n > 0$ for all $n$. This is true when $n = 1$ and true for $n + 1$ whenever it is true for $n$ by (2.4.2).

We will prove that the sequence is non-increasing. To show that $a_{n+1} \leq a_n$, we must show that \[ \frac{a_n^2 + 2}{2a_n} \leq a_n. \] If we assume that $a_n > 0$, then we may multiply this inequality by $2a_n$ to obtain the equivalent inequality

\[ a_n^2 + 2 \leq 2a_n^2 \quad \text{or}\quad a_n^2 \geq 2. \]

We conclude that $a_{n+1} \leq a_n$ as long as $a_n$ is positive and $a_n^2 \geq 2$ — that is, as long as $a_n \geq \sqrt{2}$. Now $a_1 = 2$ and so the sequence starts out with a number greater than or equal to $\sqrt{2}$. Every other number in this sequence has the form

\[ \frac{x^2 + 2}{2x} \]

for some positive $x$. We claim every such number is greater than or equal to $\sqrt{2}$. In fact

\[ 0 \leq (x - \sqrt{2})^2 = x^2 - 2\sqrt{2}x + 2, \quad \text{and so}\quad 2\sqrt{2}x \leq x^2 + 2. \]

This implies $\sqrt{2} \leq \frac{x^2 + 2}{2x}$. Thus every $a_n$ is greater than or equal to $\sqrt{2}$.

We now know that the sequence $\{a_n\}$ is non-increasing and bounded below by $\sqrt{2}$. Thus, it is a bounded monotone sequence and has a limit by the previous theorem. Call the limit $a$. By (2.4.2), we have

\[ 2a_n a_{n+1} = a_n^2 + 2. \]

If we take the limit of both sides of this equation and note that $\lim a_n = \lim a_{n+1} = a$, then the result is

\[ 2a^2 = a^2 + 2 \quad \text{or}\quad a^2 = 2. \]

Thus, $a = \sqrt{2}$.

Infinite Limits

Definition 2.4.4. If $\{a_n\}$ is a sequence of real numbers, then $\lim a_n = \infty$ if, for every real number $M$, there is a number $N$ such that

\[ a_n > M \quad \text{whenever}\quad n > N. \]

Similarly, we say $\lim a_n = -\infty$ if for every real number $M$ there is an $N$ such that

\[ a_n < M \quad \text{whenever}\quad n > N. \]
Example 2.4.5. If $r > 0$ prove that $\lim n^r = \infty$.

Solution: To prove that $\lim n^r = \infty$ we must show that for every $M$ there is an $N$ such that

$$n^r > M \quad \text{whenever} \quad n > N.$$ 

Clearly, we need only choose $N$ to be $M^{1/r}$.

With $+\infty$ and $-\infty$ as possible limits of a sequence, we can now assert that:

**Theorem 2.4.6.** Every monotone sequence has a limit.

The proof of this is left to the exercises.

Note that we must now make a distinction between a sequence converging and a sequence having a limit. A sequence may have a limit which is infinite, but a sequence which converges must have a finite limit.

**Theorem 2.4.7.** Let $\{a_n\}$ and $\{b_n\}$ be sequences of real numbers. Then

(a) if $a_n > 0$ for all $n$, then $\lim a_n = \infty$ if and only if $\lim 1/a_n = 0$;

(b) if $\{b_n\}$ is bounded below, then $\lim a_n = \infty$ implies $\lim(a_n + b_n) = \infty$.

(c) $\lim a_n = \infty$ if and only if $\lim(-a_n) = -\infty$;

(d) if $a_n \leq b_n$ for all $n$, then $\lim a_n = \infty$ implies $\lim b_n = \infty$;

(e) if there is a positive constant $k$ such that $k \leq b_n$ for all $n$, then $\lim a_n = \infty$ implies $\lim a_n b_n = \infty$;

**Proof.** We will prove (a) and (b) and leave (c), (d), and (e) to the exercises.

(a) If we are given an $\epsilon$, we will set $M = 1/\epsilon$. Conversely, if we are given an $M$, we will set $\epsilon = 1/M$. Then the statements

$$|1/a_n| < \epsilon \quad \text{and} \quad a_n > M$$

mean the same thing (since $a_n$ is positive) so that, if there is an $N$ such that one of these statements is true for all $n > N$ then the other statement is also true for all $n > N$. Thus, $\lim 1/a_n = 0$ if and only if $\lim a_n = \infty$.

(b) Let $b_n$ be bounded below by, say, $K$. Assuming $\lim a_n = \infty$, we wish to show that $\lim(a_n + b_n) = \infty$. Given $M \in \mathbb{R}$, the number $M - K$ is also in $\mathbb{R}$ and so, by our assumption that $\lim a_n = \infty$, we know there is an $N$ such that

$$a_n > M - K \quad \text{whenever} \quad n > N.$$ 

then

$$a_n + b_n > M - K + K = M \quad \text{whenever} \quad n > N.$$ 

Thus, $\lim(a_n + b_n) = \infty$. □

**Example 2.4.8.** Find the following limits:

(a) $\lim \frac{2n^2 + 3}{n + 1}$;
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(b) \(\lim a^n\) for \(a > 1\);

(c) \(\lim (\sqrt{n} + (-1)^n)\).

**Solution:**

(a) We factor the largest power of \(n\) that occurs out of each of the denominator and the numerator. The result is

\[
\frac{2n^2 + 3}{n + 1} = \frac{n^2(2 + 3/n^2)}{n(1 + 1/n)} = n \frac{2 + 3/n^2}{1 + 1/n}.
\]

Now \(\lim n = \infty\) and \(\frac{2 + 3/n^2}{1 + 1/n} \geq 1\) for all \(n\). Thus,

\[
\lim \frac{2n^2 + 3}{n + 1} = \infty,
\]

by Theorem 2.4.7 (e).

(b) Since \(|1/a| < 1\), it follows from Example 2.3.5 that \(\lim 1/a^n = 0\). Then \(\lim a^n = +\infty\) by Theorem 2.4.7(a). Another proof of this fact is suggested in Exercise 2.4.7.

(c) Since \(\sqrt{n} = n^{1/2}\), Example 2.4.5 implies that \(\lim \sqrt{n} = \infty\). Then Theorem 2.4.7 (b) implies that \(\lim (\sqrt{n} + (-1)^n) = \infty\).

**Exercise Set 2.4**

1. Tell which of the following sequences are non-increasing, non-decreasing, bounded?

   (a) \(\{n^2\}\);

   (b) \(\left\{\frac{1}{\sqrt{n}}\right\}\);

   (c) \(\left\{\frac{(-1)^n}{n}\right\}\);

   (d) \(\left\{\frac{n}{2^n}\right\}\);

   (e) \(\left\{\frac{n}{n+1}\right\}\).

2. Prove that the sequence of Example 1.2.5 converges and decide what number it converges to.

3. If \(a_1 = 1\) and \(a_{n+1} = (1 - 2^{-n})a_n\), prove that \(\{a_n\}\) converges.

4. Let \(\{d_n\}\) be a sequence of 0’s and 1’s and define a sequence of numbers \(\{a_n\}\) by

\[
a_n = d_1 2^{-1} + d_2 2^{-2} + \cdots + d_n 2^{-n} + \cdots.
\]

Prove that this sequence converges to a number between 0 and 1.
5. Let \( \{s_n\} \) be the sequence of partial sums of a series with positive terms. That is,
\[
s_n = \sum_{k=1}^{n} a_k \quad \text{with all} \quad a_k \geq 0.
\]
Prove that \( \lim s_n \) exists (though it may not be finite).

6. Give an alternate proof to the result of Example 2.3.5 that does not use the Binomial theorem. Instead, first show that \( \{|a|^n\} \) is a non-increasing sequence. Then show that \( 0 \) is the only possible value for the limit.

7. Give an alternate proof of the result of Example 2.4.8(b) that does not use Example 2.3.5. Use the method of the previous exercise.

8. Prove that \( \lim \frac{n^5 + 3n^3 + 2}{n^4 - n + 1} = \infty \).

9. Prove that \( \lim \frac{2^n}{n} = \infty \).

10. Prove Theorem 2.4.6.

11. Prove Part (c) of Theorem 2.4.7.

12. Prove Part (d) of Theorem 2.4.7.

13. Prove Part (e) of Theorem 2.4.7.

14. Suppose \( \{a_n\} \) and \( \{b_n\} \) are non-decreasing sequences that are interlaced in the sense that each term of the sequence \( \{a_n\} \) is less than or equal to some term of the sequence \( \{b_n\} \) and vice-versa. Prove that \( \lim a_n = \lim b_n \).

2.5 Cauchy Sequences

In this section we will prove two of the most important theorems about convergence of sequences. The proofs are based on the nested interval property, which we describe below.

Nested Intervals

A \textit{nested sequence of closed bounded intervals} is a sequence
\[
I_1 \supset I_2 \supset I_3 \supset \cdots
\]
in which each \( I_n \) is a closed bounded interval, and each interval in the sequence contains the next one. Thus, each of the intervals \( I_n \) has the form \([a_n, b_n]\) for real numbers \( a_n < b_n \). The nested condition means that \( I_n \supset I_{n+1} \) for each \( n \) — that is,
\[
a_n \leq a_{n+1} < b_{n+1} \leq b_n
\]
for each \( n \).
Theorem 2.5.1. (Nested Interval Property) If $I_1 \supset I_2 \supset I_3 \supset \cdots$ is a nested sequence of closed bounded intervals, then $\bigcap_n I_n \neq \emptyset$. That is, there is at least one point $x$ that is in all the intervals $I_n$.

Proof. Let $I_n = [a_n, b_n]$, as above. Then the sequence $\{a_n\}$ of left endpoints is a non-decreasing sequence which is bounded above (by $b_1$), and the sequence $\{b_n\}$ of right endpoints is a non-increasing sequence which is bounded below (by $a_1$). The Monotone Convergence Theorem (2.4.1) implies that both sequences converge.

If $a = \lim a_n$ and $b = \lim b_n$, then $a \leq b$ by Theorem 2.3.8. In fact,

$$a_n \leq a \leq b \leq b_n$$

for each $n$. This means that $[a, b] \subset I_n$ for every $n$ and, hence, that $[a, b] \subset \bigcap_n I_n$.

The set $[a, b]$ is a closed interval if $a < b$ and a single point if $a = b$. In either case, it is non-empty.

We leave to the exercises the problem of showing that this theorem is false if we don’t insist that the intervals are closed or if we don’t insist that they are bounded.

The Bolzano-Weierstrass Theorem

A sequence $\{b_k\}$ is a subsequence of the sequence $\{a_n\}$ if it is made up of some of the terms of $\{a_n\}$, taken in the order that they appear in $\{a_n\}$. More precisely:

Definition 2.5.2. A sequence $\{b_k\}$ is a subsequence of the sequence $\{a_n\}$ if there is a strictly increasing sequence of natural numbers $\{n_k\}$ such that $b_k = a_{n_k}$.

Example 2.5.3. Give three examples of subsequences of the sequence

$$0, \frac{3}{2}, -2/3, \frac{5}{4}, -4/5, \frac{7}{6}, -6/7, \frac{9}{8}, \cdots, (-1)^n + 1/n, \cdots.$$ 

Does the original sequence converge? How about the three subsequences?

Solution:

(a) $3/2, 5/4, 7/6, \cdots, 1 + 1/(2k), \cdots$;

(b) $0, -2/3, -4/5, \cdots, -1 + 1/(2k - 1), \cdots$;

(c) $3/2, 5/4, 9/8, \cdots, 1 + 1/2^k, \cdots$.

The original sequence clearly does not converge, but sequence (a) converges to 1, (b) converges to $-1$ and (c) converges to 1.

Theorem 2.5.4. If $\{a_n\}$ has a limit (possibly infinite), then each of its subsequences has the same limit.
Proof. We will prove this in the case of a finite limit, the other cases are similar and are covered in the exercises.

Suppose \( \{a_{n_k}\} \) is a subsequence of \( \{a_n\} \). Then \( \{n_k\} \) is an increasing sequence of natural numbers, and this implies that \( n_k \geq k \) for all \( k \) (Exercise 2.5.4).

Now suppose \( \lim a_n = a \). Given \( \epsilon > 0 \), there is an \( N \) such that

\[
|a_n - a| < \epsilon \quad \text{whenever} \quad n > N.
\]

Then \( k > N \) implies \( n_k > N \), since \( n_k \geq k \). Thus,

\[
|a_{n_k} - a| < \epsilon \quad \text{whenever} \quad k > N.
\]

By definition, this means that \( \lim a_{n_k} = a \).

\[\Box\]

**Theorem 2.5.5. (Bolzano-Weierstrass Theorem)** Every bounded sequence of real numbers has a convergent subsequence.

Proof. If \( \{a_n\} \) is a bounded sequence, then it has an upper bound \( M \) and a lower bound \( m \). This means that every \( a_n \) is contained in the interval \( I_1 = [m, M] \).

We will construct a nested sequence of closed bounded intervals

\[
I_1 \supset I_2 \supset I_3 \supset \cdots \tag{2.5.1}
\]

such that \( I_k \) contains infinitely many of the terms of \( \{a_n\} \) for each \( k \) and \( I_{k+1} \) is either the left or the right half of the interval \( I_k \), for each \( n \). We do this by induction.

Certainly \( I_1 \) contains infinitely many terms of \( \{a_n\} \) – in fact, it contains all of them. Suppose \( I_1 \supset I_2 \supset I_3 \supset \cdots \supset I_k \) can be chosen with these properties. Then we cut \( I_k \) into two closed intervals by dividing it at its midpoint. One of the two halves must contain infinitely many terms of \( \{a_n\} \) since \( I_k \) does. Let \( I_{k+1} \) be the right half if it has this property; otherwise let it be the left half. This shows that a nested sequence of \( k + 1 \) intervals with the required properties can be chosen provide one with \( k \) terms can be chosen. By induction, there exists an infinite sequence \( 2.5.1 \) with the required properties.

By the Nested Interval Theorem, there is a point \( a \) that is in every one of the intervals \( I_k \). Also, each interval \( I_k \) contains infinitely many terms of the sequence \( \{a_n\} \). We will inductively define a subsequence \( \{a_{n_k}\} \) of \( \{a_n\} \) with the property that \( a_{n_k} \in I_k \) for each \( k \). We choose \( n_1 = 1 \) and define \( n_{k+1} \) in terms of \( n_k \) by the rule that \( n_{k+1} \) is the first integer greater than \( n_k \) such that \( a_{n_{k+1}} \in I_{k+1} \).

This is the basis for an inductive definition of the sequence we seek. Once this sequence of integers has been chosen, then \( \{a_{n_k}\} \) is a subsequence of \( \{a_n\} \). We will show that this subsequence converges to \( a \).

For each \( k \), \( a \) and \( a_{n_k} \) both belong to \( I_k \). This means the distance between them can be no greater than the length of \( I_k \), which is \((M - m)2^{1-k}\). That is,

\[
|a_{n_k} - a| \leq \frac{M - m}{2^{k-1}}.
\]

Since \( \frac{M - m}{2^{k-1}} \to 0 \), Theorem 2.3.1 implies that \( \lim a_{n_k} = a \). \( \Box \)
Cauchy Sequences

Definition 2.5.6. A sequence \( \{a_n\} \) is said to be a Cauchy Sequence if, for every \( \epsilon > 0 \), there is an \( N \) such that

\[
|a_n - a_m| < \epsilon \text{ whenever } n, m > N.
\]

Intuitively, this means we can make the terms of the sequence arbitrarily close to each other by going far enough out in the sequence. It is by no means obvious that this means that the sequence converges, but it does.

Theorem 2.5.7. A sequence of real numbers \( \{a_n\} \) is a Cauchy sequence if and only if it converges.

Proof. There are two things to prove here – the “if” and the “only if”. First we do the “if” – that is, we will prove that a sequence is Cauchy if it converges.

Assume \( \{a_n\} \) converges to a number \( a \). Then, given \( \epsilon > 0 \) there is an \( N \) such that

\[
|a_n - a| < \epsilon/2 \text{ whenever } n > N.
\]

If \( n, m > N \), then

\[
|a_n - a_m| = |a_n - a + a - a_m| \leq |a_n - a| + |a_m - a| < \epsilon/2 + \epsilon/2 = \epsilon.
\]

Therefore, \( \{a_n\} \) is Cauchy.

Now for the “only if”. Suppose \( \{a_n\} \) is Cauchy. We first prove that \( \{a_n\} \) is bounded. In fact, there is an \( N \) such that

\[
|a_n - a_m| < 1 \text{ whenever } n, m > N.
\]

In particular, \( |a_n - a_{N+1}| < 1 \) for all \( n > N \). This implies that

\[
a_{N+1} - 1 < a_n < a_{N+1} + 1 \text{ whenever } n > N.
\]

Then \( \max\{a_1, \ldots, a_N, a_{N+1}+1\} \) is an upper bound for \( \{a_n\} \). Similarly, we have \( \min\{a_1, \ldots, a_N, a_{N+1} - 1\} \) is a lower bound for \( \{a_n\} \). Thus, \( \{a_n\} \) is a bounded sequence.

We next use the Bolzano-Weierstrass Theorem to conclude there is a subsequence \( \{a_{n_k}\} \) of \( \{a_n\} \) which converges to a number \( a \). Finally, we use the definition of Cauchy sequence and what it means for \( a_{n_k} \) to converge to \( a \). Given \( \epsilon > 0 \), there are numbers \( N_1 \) such that

\[
|a_n - a_m| < \epsilon/2 \text{ whenever } n > N_1,
\]

and,

\[
|a_{n_k} - a| < \epsilon/2 \text{ whenever } k > N_2.
\]

Then, if \( n > N_1 \) and \( k > \max\{N_1, N_2\} \), we have

\[
|a_n - a| = |a_n - a_{n_k} + a_{n_k} - a| \leq |a_n - a_{n_k}| + |a_{n_k} - a| < \epsilon/2 + \epsilon/2 = \epsilon.
\]

This completes the proof that every Cauchy sequence is convergent. \( \square \)
Example 2.5.8. Show that the sequence \( \{ s_n \} \) of partial sums of the series \[
\sum_{k=1}^{\infty} (-1)^k \frac{k}{4^k}
\] converges.

Solution: We have \( s_n = \sum_{k=1}^{n} (-1)^k \frac{k}{4^k} \) and so, for \( m > n \),

\[
|s_m - s_n| = \left| \sum_{k=n+1}^{m} (-1)^k \frac{k}{4^k} \right| \leq \sum_{k=n+1}^{m} \frac{1}{2^k} \leq \frac{1}{2^{n+1}} \sum_{k=0}^{\infty} \frac{1}{2^k} = \frac{1}{2^n}.
\]

Here we have used the fact that \( k \leq 2^k \) for all \( k \) and the fact that the geometric series \( \sum_{k=1}^{\infty} \frac{1}{2^k} \) has sum \( \frac{1}{1-1/2} = 2 \).

Since \( \lim 1/2^n = 0 \), by Example 2.3.5, given \( \epsilon > 0 \), there is an \( N \) such that \( n > N \) implies \( 1/2^n < \epsilon \). Then \( |s_m - s_n| < \epsilon \) for all \( n, m \) with \( m > n > N \). This means that \( \{ s_n \} \) is Cauchy and, hence, converges.

Exercise Set 2.5

1. Give an example of a nested sequence of bounded open intervals that does not have a point in its intersection.
2. Give an example of a nested sequence of closed but unbounded intervals which does not have a point in its intersection.
3. Prove that if \( I \) is a closed, bounded interval which is contained in the union of some collection of open intervals, then \( I \) is contained in the union of some finite subcollection of these open intervals.
4. Prove by induction that if \( \{ n_k \} \) is an increasing sequence of natural numbers, then \( n_k \geq k \) for all \( k \).
5. Which of the following sequences \( \{ a_n \} \) have a convergent subsequence. Why?
   (a) \( a_n = (-2)^n \);
   (b) \( a_n = \frac{5 + (-1)^n n}{2 + 3n} \);
   (c) \( a_n = 2(-1)^n \)
6. For each of the following sequences \( \{ a_n \} \), find a subsequence which converges.
   (a) \( a_n = (-1)^n \);
   (b) \( a_n = \sin n\pi/4 \);
   (c) \( a_n = \frac{n}{2^k} - 1 \) for \( 2^k \leq n < 2^{k+1}, k = 0, 1, 2, \ldots \).
7. For each of the following sequences, determine how many different limits of subsequences there are.

(a) \( \{ 1 + (-1)^n \} \);
(b) \( \{ \cos n\pi/3 \} \);
(c) \( 1, 1/2, 1, 1/2, 1/3, 1, 1/2, 1/3, 1, 1/2, 1/3, 1/4, 1, 1/2, 1/3, 1/4, 1/5, \ldots \);

8. Does the sequence \( \sin n \) have a convergent subsequence? Why?

9. Prove that a sequence which satisfies \( |a_{n+1} - a_n| < 2^{-n} \) for all \( n \) is a Cauchy sequence.

10. Suppose a sequence \( \{ a_n \} \) has the property that for every \( \epsilon > 0 \), there is an \( N \) such that

\[
|a_{n+1} - a_n| < \epsilon \quad \text{whenever} \quad n > N.
\]

Is \( \{ a_n \} \) necessarily Cauchy? Prove it or give an example where it is not.

11. Let \( s_n = \sum_{k=1}^{n} \frac{1}{k2^k} \) be the sequence of partial sums of the series \( \sum_{k=1}^{\infty} \frac{1}{k2^k} \).

Prove that \( \{ s_n \} \) converges. Hint: show that it is a Cauchy sequence.

12. Given a series \( \sum_{k=1}^{\infty} a_k \), set \( s_n = \sum_{k=1}^{n} a_k \) and \( t_n = \sum_{k=1}^{n} |a_k| \). Prove that \( \{ s_n \} \) converges if \( \{ t_n \} \) is bounded.

### 2.6 \( \text{lim inf and lim sup} \)

A bounded sequence has a convergent subsequence according to the Bolzano-Weierstrass Theorem. In fact, a bounded sequence has many convergent subsequences and these may converge to many different limits, as is illustrated by some of the exercises in the previous section. Here we will show that there is a smallest closed interval that contains all of these limits. The endpoints of this interval are the lim inf and the lim sup of the sequence.

Given a sequence \( \{ a_n \} \), we construct two monotone sequences \( \{ i_n \} \) and \( \{ s_n \} \) with \( \{ a_n \} \) trapped in between. They are defined as follows:

\[
i_n = \inf \{ a_k : k \geq n \} \\
s_n = \sup \{ a_k : k \geq n \}.
\]

(2.6.1)

Note the \( i_n \) will all be \(-\infty\) if \( \{ a_n \} \) is not bounded below and the \( s_n \) will all be \(+\infty\) if \( \{ a_n \} \) is not bounded above. However, if \( \{ a_n \} \) is bounded, say \( m \leq a_n \leq M \) for all \( n \), then \( m \leq i_n \leq s_n \leq M \) for each \( n \). Hence, in this case, the numbers \( i_n \) and \( s_n \) are all finite and \( \{ i_n \} \) and \( \{ s_n \} \) are bounded sequences.
**Theorem 2.6.1.** Given a bounded sequence \( \{a_n\} \), if \( \{i_n\} \) and \( \{s_n\} \) are defined as above, then

(a) \( \{i_n\} \) is a non-decreasing sequence;
(b) \( \{s_n\} \) is a non-increasing sequence;
(c) \( i_n \leq a_n \leq s_n \) for all \( n \).

**Proof.** If \( A_n = \{a_k \mid k \geq n\} \), then \( A_{n+1} \subset A_n \) for each \( n \). It follows from Theorem 1.5.7(e) that, for all \( n \),

\[
\begin{align*}
s_{n+1} &= \sup A_{n+1} \leq \sup A_n = s_n \\
i_{n+1} &= \inf A_{n+1} \geq \inf A_n = i_n.
\end{align*}
\]  

(2.6.2)

Also, since \( a_n \in A_n \), \( i_n = \inf A_n \leq a_n \leq \sup A_n = s_n \).

Since the sequences \( \{i_n\} \) and \( \{s_n\} \) are monotone, their limits exist.

**Definition 2.6.2.** If \( \{a_n\} \) is a sequence and \( \{i_n\} \) and \( \{s_n\} \) are defined as above, then we set

\[
\liminf a_n = \lim i_n, \\
\limsup a_n = \lim s_n.
\]  

(2.6.3)

Note that If \( \{a_n\} \) is not bounded below, then \( \liminf a_n = -\infty \), while if \( \{a_n\} \) is not bounded above, then \( \limsup a_n = +\infty \).

**Example 2.6.3.** Find \( \liminf a_n \) and \( \limsup a_n \) if \( a_n = (-1)^n + 1/n \).

**Solution:** As before, we let \( i_n = \inf \{a_k \mid k \geq n\} \) and \( s_n = \sup \{a_k : k \geq n\} \).

We claim \( i_n = -1 \) for all \( n \). In fact,

\[ -1 \leq (-1)^k + 1/k \quad \text{for all} \quad k \]

implies

\[ i_k = \inf \{(-1)^k + 1/k : k \geq n\} \geq -1. \]

Furthermore, \( (-1)^k + 1/k \) approaches \(-1\) for large odd \( k \), so no number greater than \(-1\) is a lower bound for \( \{a_k : k \geq n\} \). Thus, \( i_n = -1 \), as claimed. This implies that \( \liminf a_n = \lim i_n = -1 \).

We claim, \( 1 \leq s_n \leq 1 + 1/n \). In fact, the set \( \{(-1)^k + 1/k : k \geq n\} \) contains numbers greater than \( 1 \) no matter what \( n \) is, and so

\[ s_n = \sup \{(-1)^k + 1/k : k \geq n\} \geq 1. \]

Furthermore, \( (-1)^k + 1/k \leq 1 + 1/n \) if \( k \geq n \). Thus, \( 1 \leq s_n \leq 1 + 1/n \). This implies that \( \limsup a_n = \lim s_n = 1 \).
2.6. LIM INF AND LIM SUP

Subsequential Limits

If \( \{a_n\} \) is a sequence, then by a *subsequential limit* of \( \{a_n\} \) we mean a number which is the limit of some subsequence of \( \{a_n\} \).

**Theorem 2.6.4.** Every subsequential limit of \( \{a_n\} \) lies between \( \lim \inf a_n \) and \( \lim \sup a_n \).

**Proof.** If \( \{a_{n_k}\} \) is a convergent subsequence of \( \{a_n\} \), Theorem 2.6.1 (c) implies
\[
i_{n_k} \leq a_{n_k} \leq s_{n_k},
\]
where \( i_n = \inf \{a_k : k \geq n\} \) and \( s_n = \sup \{a_k : k \geq n\} \). The sequences \( \{i_{n_k}\} \) and \( \{s_{n_k}\} \) are subsequences of \( \{i_n\} \) and \( \{s_n\} \), respectively, and, hence, have the same limits, namely \( \lim \inf a_n \) and \( \lim \sup a_n \), by Theorem 2.5.4. It follows from Theorem 2.3.8 and the above inequalities that
\[
\lim \inf a_n \leq \lim a_{n_k} \leq \lim \sup a_n.
\]

**Theorem 2.6.5.** If \( \{a_n\} \) is a sequence, then \( \lim \sup a_n \) and \( \lim \inf a_n \) are subsequential limits of \( \{a_n\} \).

**Proof.** We will show that \( \lim \sup a_n \) is a subsequential limit of \( \{a_n\} \). The same statement for \( \lim \inf \) has a similar proof. We will assume that \( \lim \sup a_n \) is a finite number \( s \). The case where \( \lim \sup a_n = \infty \) is left as an exercise.

We must show that there is some subsequence of \( \{a_n\} \) which converges to \( s = \lim \sup a_n \). We will construct such a sequence inductively. As before, we let \( s_n = \sup \{a_k : k \geq n\} \). For each \( \epsilon > 0 \), the number \( s - \epsilon \) is less than \( s_n \) and so it is not an upper bound for \( \{a_k : k \geq n\} \). This means there is an element of \( \{a_k : k \geq n\} \) which is greater than \( s - \epsilon \) but less than or equal to \( s_n \). We will choose a sequence of such elements by induction.

We choose \( n_1 \) such that \( s - 1 < a_{n_1} \leq s_1 \). Suppose \( n_1 < n_2 < \cdots < n_m \) have been chosen so that
\[
s - 1/j < a_{n_j} \leq s_j \quad \text{for} \quad j = 1, \cdots, m. \tag{2.6.4}
\]
We may then choose \( n_{m+1} > n_m \) such that \( s - 1/(m+1) < a_{n_{m+1}} \leq s_{n_{m+1}} \). However, \( n_{m+1} \geq m + 1 \) and so \( s_{n_{m+1}} \leq s_{m+1} \). In other words (2.6.4) holds with \( m \) replaced by \( m + 1 \). This completes the induction step and proves that there is an increasing sequence of natural numbers \( \{n_j\} \) such that (2.6.4) holds for all \( j \).

Since both \( s - 1/j \rightarrow s \) and \( s_j \rightarrow s \), the subsequence \( \{a_{n_j}\} \) also converges to \( s \) by the squeeze principle.
A Criterion for Convergence

Theorem 2.6.6. A sequence \(\{a_n\}\) has limit \(a\) if and only if \(\limsup a_n = \liminf a_n = a\).

Proof. We first prove that if \(\limsup a_n = \liminf a_n = a\), then \(\lim a_n\) exists and equals \(a\). By Theorem 2.6.1(c),
\[
i_n \leq a_n \leq s_n,
\]
where \(i_n\) and \(s_n\) are as before. Since \(\lim i_n = \lim s_n = a\), it follows from the squeeze principle that \(\lim a_n = a\).

Next we assume \(\lim a_n = a\) and prove that \(\liminf a_n = \limsup a_n = a\). We first assume that \(a\) is finite. Given \(\epsilon > 0\), there is an \(N\) such that
\[
|a_n - a| < \epsilon/2 \quad \text{whenever} \quad n > N.
\]
This implies
\[
a - \epsilon/2 < a_n < a + \epsilon/2 \quad \text{whenever} \quad n > N,
\]
which implies
\[
a - \epsilon/2 \leq i_n \leq s_n \leq a + \epsilon/2 \quad \text{whenever} \quad n > N.
\]
From this we conclude that
\[
|i_n - a| < \epsilon \quad \text{and} \quad |s_n - a| < \epsilon \quad \text{whenever} \quad n > N.
\]
Hence, \(\liminf a_n = \lim i_n = a = \lim s_n = \limsup a_n\). It remains to prove this half of the theorem in the case where \(\lim a_n\) is infinite. We leave this to the exercises.

\[\square\]

Exercise Set 2.6

1. Find \(\limsup a_n\) and \(\liminf a_n\) for the following sequences:
   (a) \(a_n = (-1)^n\);
   (b) \(a_n = (-1/n)^n\);
   (c) \(a_n = \sin n \pi/3\).

2. Find \(\liminf\) and \(\limsup\) for the sequence of Exercise 2.5.6(c).

3. Find \(\liminf\) and \(\limsup\) for the sequence of Exercise 2.5.7(c).

4. If \(\limsup a_n\) and \(\limsup b_n\) are finite, prove that
   \[
   \limsup (a_n + b_n) \leq \limsup a_n + \limsup b_n.
   \]

5. If \(\limsup a_n\) is finite, prove that \(\liminf (-a_n) = -\limsup a_n\).
6. If \( k \geq 0 \) and \( \limsup a_n \) is finite, prove that \( \limsup ka_n = k \limsup a_n \).

7. If \( a_n \geq 0 \) and \( b_n \geq 0 \), prove that \( \limsup a_n b_n \leq (\limsup a_n)(\limsup b_n) \).

8. If \( \{a_n\} \) and \( \{b_n\} \) are non-negative sequences and \( \{b_n\} \) converges, prove that \( \limsup a_n b_n = (\limsup a_n)(\limsup b_n) \).

9. Let \( \{r_n\}_{n=1}^{\infty} \) be an enumeration of the rational numbers between 0 and 1. Show that, for each \( x \in [0, 1] \), there is a subsequence of this sequence which converges to \( x \). Hint: use Exercise 1.4.7.

10. Prove Theorem 2.6.5 for \( \limsup \) in the case where \( \limsup a_n = +\infty \).

11. Finish the proof of Theorem 2.6.6 by proving that if \( \lim a_n \) exists but is infinite, then \( \liminf a_n = \limsup a_n = \lim a_n \).

12. Prove that \( c \) is \( \limsup a_n \) if and only if there is a subsequence of \( \{a_n\} \) which converges to \( c \), but there is no subsequence of \( \{a_n\} \) which converges to a number greater than \( c \).
Chapter 3

Continuous Functions

In this chapter we begin our study of functions of a real variable. The concepts of limit and continuity for such functions are of critical importance.

3.1 Continuity

We will be dealing with functions from a subset of \( \mathbb{R} \) to \( \mathbb{R} \). Usually in this chapter, the domain of a function will be an interval – closed, open, or half-open, bounded or unbounded – or a finite union of intervals. However, it is certainly possible to consider functions which have much more complicated subsets of \( \mathbb{R} \) as domain.

To define a function from a subset of \( \mathbb{R} \) to \( \mathbb{R} \), we must specify a domain for the function and the rule or formula that specifies the value of the function at each point of that domain. For example, the following are descriptions of functions:

1. \( f(x) = 1/x \) on \((0, \infty)\);
2. \( g(x) = 1/x \) on \(\mathbb{R} \setminus \{0\}\);
3. \( h(x) = \sin x \) on \([0, 2\pi]\);
4. \( k(x) = \sin x \) on \(\mathbb{R}\);
5. \( e(x) = e^x \) on \([0, 1)\).

Although a function may have a natural domain – that is, a largest subset of \( \mathbb{R} \) on which the formula describing it makes sense – we are at liberty to choose a smaller domain for the function if we wish.

There are a number of special types of functions that we will deal with on a regular basis

1. **Polynomials**: functions of the form \( a_n x^n + a_{n-1} x^{n-1} + \cdots + a_0 \), where the \( a_k \) are constants for \( k = 0, \ldots, n \). If \( a_n \neq 0 \), then the degree of the polynomial is \( n \). The natural domain of a polynomial is \( \mathbb{R} \);
2. **Rational functions:** functions of the form $p/q$ with $p$ and $q$ polynomials. The natural domain of a function of this form is the set of all real numbers where the denominator $q$ is non-zero;

3. **Trigonometric functions:** $\sin, \cos, \tan, \cot, \sec, \csc$;

4. **Inverse trigonometric functions:** $\sin^{-1}, \tan^{-1}$, etc;

5. **Exponential and log functions:** $e^x$ and $\ln x$.

6. **Power functions:** $x^a$ for $a \in \mathbb{R}$. The natural domain is $\{x \in \mathbb{R}; x \geq 0\}$ unless $a$ is a rational number with an odd denominator – in this case $x^a$ is defined for all real numbers $x$.

Elementary functions are functions that can be constructed from functions of the above types using addition, multiplication, quotients and composition. It is not the case that all the functions we wish to consider are elementary functions.

**Continuity**

**Definition 3.1.1.** Let $f$ be a function with domain $D \subset \mathbb{R}$ and let $a$ be an element of $D$. We will say that $f$ is **continuous** at $a$ if, for each $\epsilon > 0$, there is a $\delta > 0$, such that

$$|f(x) - f(a)| < \epsilon \quad \text{whenever} \quad x \in D \quad \text{and} \quad |x - a| < \delta.$$  

(3.1.1)

There is a subtle difference between the definition of continuity given above and the one that is usually given in calculus courses. The difference is that our definition depends on the domain of the function. A given expression may not be continuous at a point $a$ if given one domain containing $a$, and yet it may be continuous at $a$ if it is given a smaller domain.

**Example 3.1.2.** Give an example of a function which is not continuous at a certain point of its domain, but it is continuous at this point if a smaller domain is chosen for the function.

**Solution:** Each $x \in \mathbb{R}$ is in exactly one of the intervals $[n, n + 1)$ for $n \in \mathbb{Z}$. Consider the function defined on $\mathbb{R}$ by

$$f(x) = x - n \quad \text{if} \quad x \in [n, n + 1), \ n \in \mathbb{Z}.$$  

The graph of this function is shown in Figure 3.1, which shows why this function is called the *sawtooth function*. We will show that this function is not continuous at 0 (or at any other integer for that matter). However, if its domain is restricted to be the interval $[0, 1)$, then it is continuous at 0.

Now $f(x) = x$ on $[0, 1)$ and $f(x) = x + 1$ on $[-1, 0)$. Suppose $\epsilon$ is greater than 0 but less than 1/2. Then, for any $\delta > 0$, the interval $(-\delta, \delta)$ will contain points of $(-1/2, 0)$ and for any such point $x$,

$$|f(x) - f(0)| = |x + 1 - 0| > 1/2 > \epsilon.$$
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Thus, there is no way to choose $\delta$ such that $|f(x) - f(0)| < \epsilon$ whenever $|x - 0| < \delta$. This means that $f$ is not continuous at 0. The same argument works at any other integer $n$.

On the other hand, suppose we define a new function $g$ which is the same as $f$, but with domain cut down to be just $D = [0, 1)$. Then $g(x) = x$ on $D$. If, for a given $\epsilon > 0$, we choose $\delta = \epsilon$, then

$$|g(x) - g(0)| = |x| < \epsilon \quad \text{whenever} \quad x \in D, \quad \text{and} \quad |x - 0| = |x| < \delta.$$  

Thus, $g$ is continuous at 0.

**Definition 3.1.3.** We will simply say that a function with domain $D$ is *continuous* if it is continuous at every point of $D$.

**Example 3.1.4.** Prove that $f(x) = x^2$ is continuous at $x = 2$.

**Solution:** We have

$$|f(x) - f(2)| = |x^2 - 4| = |x + 2||x - 2|.$$  

If we insist that $|x - 2| < 1$, then $1 < x < 3$ and so $|x + 2| < 5$. Thus, given $\epsilon > 0$, if we choose $\delta = \min\{1, \epsilon/5\}$, then

$$|f(x) - f(2)| = |x + 2||x - 2| < 5|x - 2| < \epsilon \quad \text{whenever} \quad |x - 2| < \delta.$$  

This proves that $f$ is continuous at 2.

**An Alternate Characterization of Continuity**

There is an alternate characterization of continuity that will allow us to use the theorems of the previous chapter to easily prove the standard theorems concerning continuous functions:

**Theorem 3.1.5.** Let $f$ be a function with domain $D$ and suppose $a \in D$. Then $f$ is continuous at $a$ if and only if, whenever $\{x_n\}$ is a sequence in $D$ which converges to $a$, then the sequence $\{f(x_n)\}$ converges to $f(a)$. 
Proof. We first prove the "only if" – that is, we assume \( f \) is continuous and proceed to prove the statement about sequences. Let \( \{x_n\} \) be a sequence in \( D \) with \( x_n \to a \). Given \( \epsilon > 0 \), there is a \( \delta > 0 \) such that
\[
|f(x) - f(a)| < \epsilon \quad \text{whenever } x \in D \quad \text{and} \quad |x - a| < \delta.
\]
For this \( \delta \), there is an \( N \) such that \( |x_n - a| < \delta \) whenever \( n > N \).

On combining these statements, we conclude
\[
|f(x_n) - f(a)| < \epsilon \quad \text{whenever } n > N.
\]
Thus, \( f(x_n) \to f(a) \). This completes the proof of the "only if" half of the theorem.

We will prove the "if" part, by proving the contrapositive – that is, we will prove that if \( f \) is not continuous at \( a \), then there is a sequence \( \{x_n\} \) in \( D \) such that \( x_n \to a \) but \( \{f(x_n)\} \) does not converge to \( f(a) \).

The assumption that \( f \) is not continuous at \( a \) means that there is an \( \epsilon > 0 \) for which no \( \delta \) can be found for which (3.1.1) is true. This means that, no matter what \( \delta \) we choose, there is always an \( x \in D \) such that
\[
|x - a| < \delta \quad \text{but} \quad |f(x) - f(a)| \geq \epsilon.
\]
In particular, for each of the numbers \( 1/n \) for \( n \in \mathbb{N} \) we may choose an \( x_n \in D \) such that
\[
|x_n - a| < 1/n \quad \text{but} \quad |f(x_n) - f(a)| \geq \epsilon.
\]
These numbers form a sequence \( \{x_n\} \) which converges to \( a \) (since \( 1/n \to 0 \)), but the image sequence \( \{f(x_n)\} \) does not converge to \( f(a) \). This completes the proof of the "if" part of the theorem.

Combining this with the Main Limit Theorem yields the following:

**Theorem 3.1.6.** If \( r \) is a positive rational number, then the function \( f(x) = x^r \) is continuous on its natural domain.

**Proof.** The natural domain \( D \) of \( f(x) = x^r \) is \( \mathbb{R} \) if \( r \) has an odd denominator and is the set of non-negative real numbers if \( r \) has an even denominator when written in lowest terms. In either case, if \( a \in D \) and \( \{x_n\} \) is a sequence in \( D \) which converges to \( a \), then \( \{x_n^r\} \) converges to \( a^r \) by parts (e) and (f) of the Main Limit Theorem (Theorem 2.3.6). This implies that \( x^r \) is continuous by the previous theorem.

**Remark 3.1.7.** We will eventually prove that the functions \( x^a \) for \( a \in \mathbb{R} \), \( e^x \), \( \ln x \), and the inverse trigonometric functions are all continuous. In the meantime, we will assume this is true whenever it is convenient to do so in an exercise or example. The continuity of the trigonometric functions is usually proved adequately in elementary calculus and so we will use the continuity of these functions whenever it is needed.
Combinations of Continuous Functions

If \( f \) and \( g \) are functions with domains \( D_f \) and \( D_g \), then \( f + g \) and \( fg \) have domain \( D = D_f \cap D_g \), and \( f/g \) has domain \( \{ x \in D : g(x) \neq 0 \} \).

**Theorem 3.1.8.** Let \( f \) and \( g \) be functions with domains \( D_f \) and \( D_g \). Assume \( f \) and \( g \) are both continuous at a point \( a \in D = D_f \cap D_g \), and let \( c \) be a constant. Then

(a) \( cf \) is continuous at \( a \);

(b) \( f + g \) is continuous at \( a \);

(c) \( fg \) is continuous at \( a \);

(d) \( f/g \) is continuous at \( a \), provided \( g(a) \neq 0 \);

**Proof.** These are all proved using the same technique used to prove the previous theorem – combine Theorem 3.1.5 with the corresponding part of the Main Limit Theorem. We will do (b) to illustrate this technique, pose part (d) as an exercise, and let it go at that.

If \( f \) and \( g \) are continuous at \( a \) and \( \{ x_n \} \) is any sequence in \( D \) which converges to \( a \), then Theorem 3.1.5 tells us that \( \{ f(x_n) \} \) converges to \( f(a) \) and \( \{ g(x_n) \} \) converges to \( g(a) \). By part (b) of the Main Limit Theorem (Theorem 2.3.6), \( \{ f(x_n) + g(x_n) \} \) converges to \( f(a) + g(a) \). Therefore, by Theorem 3.1.5 again, \( f + g \) is continuous at \( a \).

**Example 3.1.9.** Prove that each polynomial is continuous on all of \( \mathbb{R} \) and each rational function is continuous at all points where its denominator is not zero.

**Solution:** Every positive integral power of \( x \) is continuous on \( \mathbb{R} \) by Theorem 3.1.6. By (a) of the above theorem, each constant times a power of \( x \) is also continuous. Then (b) of the theorem implies that every polynomial is continuous on \( \mathbb{R} \) and (d) implies that every rational function is continuous at points where its denominator is not zero.

Composition of Continuous Functions

If \( f \) is a function with domain \( D_f \) and \( g \) is a function with domain \( D_g \), then the composite function \( f \circ g \) has domain \( D_{f \circ g} = \{ x \in D_g : g(x) \in D_f \} \). Suppose \( a \) is in this set, so that \( a \in D_g \) and \( g(a) \in D_f \). Then we can ask if \( f \circ g \) is continuous at \( a \). The following theorem answers this question. Its proof is left to the exercises.

**Theorem 3.1.10.** With \( f \) and \( g \) as above, let \( a \) be in the domain of \( f \circ g \). Then \( f \circ g \) is continuous at \( a \) if \( g \) is continuous at \( a \) and \( f \) is continuous at \( g(a) \).

**Example 3.1.11.** Prove that \( f(x) = \frac{1}{\sqrt{1 - x^2}} \) is continuous as a function on its natural domain.
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Solution: The function \( f \) has as natural domain the interval \((-1, 1)\), since it is for points in this interval and those points alone that \( \sqrt{1 - x^2} \) is defined and non-zero. The function \( 1 - x^2 \) is continuous on \((-1, 1)\) because it is a polynomial. The square root function is continuous on \([0, \infty)\) by Theorem 3.1.6. Thus, the composition \( \sqrt{1 - x^2} \) is continuous by Theorem 3.1.10. Finally, \( f \) is continuous by part (d) of Theorem 3.1.8.

Exercise Set 3.1

1. If \( f \) is a function with domain \([0, 1]\), what is the domain of \( f(x^2 - 1) \)?

2. What is the natural domain of the function \( \frac{x^2 + 1}{x^2 - 1} \). With this as its domain, is this function continuous? Why?

3. We know \( \sqrt{x} \) is continuous at all \( a \geq 0 \), by Theorem 3.1.6. Give another proof of this fact using only the definition of continuity (Definition 3.1.1).

4. Prove that \( \frac{1}{1 + x^2} \) has natural domain \( \mathbb{R} \) and is continuous.

5. At which points is the function \( f(x) = |x| \) continuous?

6. Assuming \( \sin \) is continuous, prove that \( \sin(x^3 - 4x) \) is continuous.

7. Prove (d) of Theorem 3.1.8.

8. Prove Theorem 3.1.10.

9. Consider the function

\[
    f(x) = \begin{cases} 
        1 & \text{if } x \geq 0 \\
        -1 & \text{if } x < 0. 
    \end{cases}
\]

Is this function continuous if its domain is \( \mathbb{R} \)? Is it continuous if its domain is cut down to \( \{x \in \mathbb{R} : x \geq 0\} \)? How about if its domain is \( \{x \in \mathbb{R} : x \leq 0\} \)?

10. Let \( f \) be a function with domain \( D \) and suppose \( f \) is continuous at some point \( a \in D \). Prove that, for each \( \epsilon > 0 \), there is a \( \delta > 0 \) such that

\[
    |f(x) - f(y)| < \epsilon \quad \text{whenever} \quad x, y \in D \cap (a - \delta, a + \delta).
\]

11. Prove that the function \( f(x) = \begin{cases} \sin x^2 & \text{if } x \neq 0 \\
    1 & \text{if } x = 0 \end{cases} \) is not continuous at 0.

12. Prove that the function \( f(x) = \begin{cases} x \sin x^2 & \text{if } x \neq 0 \\
    0 & \text{if } x = 0 \end{cases} \) is continuous at 0.
3.2 Properties of Continuous Functions

Continuous functions on closed bounded intervals have a number of highly useful properties. We explore some of these in this section.

Maximum and Minimum Values

A function $f$ with domain $D$ is said to be be bounded above on $S \subset D$ if and only if the set $f(S) = \{f(x) : x \in S\}$ is bounded above. This is true if and only if

$$\sup_S f = \sup \{f(x) : x \in S\}$$

is finite. Similarly, $f$ is bounded below on $S$ if $f(S)$ is bounded below and this is true if and only if

$$\inf_S f = \inf \{f(x) : x \in S\}$$

is finite. If $f$ is bounded above and below on $S$, then we say $f$ is bounded on $S$. If $f$ is bounded on its domain $D$, then it is said to be a bounded function.

Just as a bounded set may have a finite sup, but may not have a maximum element (the sup may not belong to the set), a function $f$ may be bounded above on $S$ without having a maximum value (this happens if $\sup_S f$ is not a value that $f$ assumes on $S$). However, if $f$ is a continuous function on a closed bounded interval, then the situation is particularly nice.

**Theorem 3.2.1.** If $f$ is a continuous function on a closed bounded interval $I$, then $f$ is bounded on $I$ and, in fact, it assumes both a minimum and a maximum value on $I$.

**Proof.** We will prove that $M = \sup_{x \in I} f(x)$ is finite and, in fact, is a value that $f$ takes on somewhere on $I$. The proof of the analogous fact for $\inf_{x \in I} f(x)$ has the same proof.

We will inductively construct a nested sequence of closed intervals $\{I_n\}$ with the following properties:

1. $I_1 = I$;
2. $I_k$ is the closed left or right half of $I_{k-1}$ for each $k > 1$;
3. $\sup_{I_k} f(x) = M$ for each $k$.

The first condition tells us how to pick $I_1$. Suppose that $I_1, \ldots, I_n$ have been chosen satisfying (1), (2), (3) for $k \leq n$. we choose $I_{n+1}$ as follows: If $I_n$ is cut in half at its midpoint, yielding two closed intervals with union $I_n$ and with intersection the midpoint of $I_n$, then the sup of $f$ on at least one of these intervals must be the same as the sup of $f$ on $I_n$. This is $M$ by our induction assumption. If this is true of only one of the two halves of $I_n$, we choose this half to be $I_{n+1}$. If it is true of both halves, then we choose $I_{n+1}$ to be the right half of $I_n$. This completes the induction step of the definition and proves that a sequence $\{I_n\}$ satisfying (1), (2), (3) can be constructed.
Given a nest of intervals \( \{I_n\} \) as above, the Nested Interval Property (Theorem 2.5.1) implies that there is a point \( a \in \bigcap_n I_n \). This is, in particular, a point of \( I = I_1 \). We know \( f \) is continuous at this point and so, given \( \varepsilon > 0 \), there is a \( \delta > 0 \) such that
\[
f(a) - \varepsilon < f(x) < f(a) + \varepsilon \quad \text{whenever} \quad x \in I, \ |x - a| < \delta.
\] (3.2.1)

Now the length of \( I_n \) is \( \frac{L}{2^n-1} \), where \( L \) is the length of \( I \). Since \( \lim L/2^{n-1} = 2L \lim (1/2)^n = 0 \), the length of \( I_n \) will be less than \( \delta \) for \( n \) sufficiently large. Suppose \( n \) is this large. Then \( |x - a| < \delta \) for all \( x \in I_n \), since \( a \in I_n \). By (3.2.1)
\[
f(a) - \varepsilon < \sup_{I_n} f \leq f(a) + \varepsilon.
\]

That is,
\[
f(a) - \varepsilon < M \leq f(a) + \varepsilon.
\]

This implies that \( M \) is finite and that \( |f(a) - M| \leq \varepsilon \) for every positive \( \varepsilon \). This is possible only if \( f(a) = M \). Thus we have proved that \( \sup_{x \in I} f(x) \) is finite and that it is a value assumed by \( f \) at some point \( a \) of \( I \).

Each of the hypotheses of the above theorem is necessary in order for the conclusion to hold. This is illustrated by the following example and some of the exercises.

**Example 3.2.2.** Give examples of functions on \([0,1]\) which are

1. unbounded;
2. bounded, but with no maximum value.

**Solution:** (1) Let
\[
f(x) = \begin{cases} 
1 & \text{if } x \leq 1/2 \\
1 - \frac{1}{2x-1} & \text{if } x > 1/2. 
\end{cases}
\]

this function is clearly unbounded on \([0,1]\) since it blows up as \( x \) approaches 1/2 from the right. Note that \( f \) is not continuous at 1/2.

(2) Let
\[
f(x) = \begin{cases} 
2x & \text{if } x < 1/2 \\
0 & \text{if } x \geq 1/2. 
\end{cases}
\]

this function is bounded on \([0,1]\) and its sup on this interval is 1, but it never takes on the value 1 on the interval. Again, this function is not continuous at 1/2.

Exercises 3.2.4 and 3.2.5 ask the student to come up with examples showing that the conclusion of the theorem fails for a function which is continuous on an interval \( I \), but \( I \) is not closed or is not bounded.
Intermediate Value Theorem

The next theorem says that if a continuous function on an interval takes on two values, then it takes on every value in between. Its proof is almost identical to the proof of the previous theorem.

Theorem 3.2.3. Intermediate Value Theorem Let \( f \) be defined and continuous on an interval containing the points \( a \) and \( b \) and assume that \( a < b \). If \( y \) is any number between \( f(a) \) and \( f(b) \), then there is a number \( c \) with \( a \leq c \leq b \) such that \( f(c) = y \).

Proof. Let \( a_1 = a \) and \( b_1 = b \) and consider the closed interval \( I_1 = [a_1, b_1] \). We are given that \( y \) lies between \( f(a_1) \) and \( f(b_1) \). We will construct a nested sequence of closed intervals with the same property. That is, we will prove by induction that there is a sequence of closed intervals \( \{ I_k = [a_k, b_k] \} \) such that, for all \( k > 1 \),

1. \( [a_k, b_k] \) is the closed left or right half of the interval \( [a_{k-1}, b_{k-1}] \);
2. \( y \) lies between \( f(a_k) \) and \( f(b_k) \).

Suppose it is possible to choose \( \{ I_1, \ldots, I_n \} \) so that (1) and (2) hold for \( k \leq n \). Then we cut \( I_n \) into two halves that have only the midpoint \( c_n \) of \( I_n \) in common. If \( y \) lies between \( f(a_n) \) and \( f(b_n) \) then it either lies between \( f(a_n) \) and \( f(c_n) \) or it lies between \( f(c_n) \) and \( f(b_n) \). If only one of these is true, then choose \( I_{n+1} \) to be the corresponding half of \( I_n \). If both are true, then choose \( I_{n+1} \) to be the right half of \( I_n \). This results in a choice for \( I_{n+1} \) that satisfies (1) and (2) for \( k = n + 1 \). This completes the induction step of the construction and, hence, the proof that a nested sequence of intervals satisfying (1) and (2) can be constructed.

By the Nested Interval Property, there is a point \( c \) in the intersection of all the intervals \( I_n \). By hypothesis \( f \) is continuous at \( c \) and so, given \( \epsilon > 0 \), there is a \( \delta > 0 \) such that

\[
f(c) - \epsilon < f(x) < f(c) + \epsilon \quad \text{whenever} \quad x \in I, \ |x - c| < \delta. \tag{3.2.2}
\]

Now the length of \( I_n \) is \( L/2^{n-1} \), where \( L \) is the length of \( I \). Since \( \lim L/2^{n-1} = 2L \lim(1/2)^n = 0 \), the length of \( I_n \) will be less than \( \delta \) for \( n \) sufficiently large. Suppose \( n \) is this large. Then \( |x - c| < \delta \) for all \( x \in I_n \), since \( c \in I_n \). By (3.2.2)

\[
f(c) - \epsilon < f(a_n) < f(c) + \epsilon \quad \text{and} \quad f(c) - \epsilon < f(b_n) < f(c) + \epsilon.
\]

Taken together with the fact that \( y \) lies between \( f(a_n) \) and \( f(b_n) \), these inequalities imply that

\[
f(c) - \epsilon < y < f(c) + \epsilon \quad \text{or} \quad |f(c) - y| < \epsilon.
\]

This is only possible for all positive \( \epsilon \) if \( f(c) = y \). This completes the proof. \( \square \)

This is another example of a theorem which is not true if the function is not required to be continuous (see Exercise 3.2.6).
CHAPTER 3. CONTINUOUS FUNCTIONS

Image of an Interval

**Theorem 3.2.4.** Suppose $f$ is a continuous function defined on a closed bounded interval $I = [a, b]$. Then $f(I)$ is also a closed, bounded interval or it is a single point.

**Proof.** By Theorem 3.2.1, $f$ has a maximum value $M$ and a minimum value $m$ on $I$. By Theorem 3.2.3 $f$ takes on every value between $m$ and $M$ on $I$. Therefore the image of $I$ is exactly $[m, M]$. This is a closed interval if $m \neq M$, and is a point otherwise. \qed

Inverse Functions

We learn in calculus that a function which is monotone increasing or monotone decreasing on an interval has an inverse function. Here a function $f$ is **monotone increasing** on $I$ if $f(x) < f(y)$ whenever $x, y \in I$ and $x < y$. A function $f$ is **monotone decreasing** on $I$ if $f(x) > f(y)$ whenever $x, y \in I$ and $x < y$. A function which is monotone increasing or monotone decreasing on $I$ is said to be **strictly monotone** on $I$. For strictly monotone functions, there is a converse to the previous theorem.

**Theorem 3.2.5.** If $f$ is strictly monotone on $I$ and its range $f(I)$ is an interval, then $f$ is continuous on $I$.

**Proof.** Suppose $f$ is monotone increasing. Let $f(I) = [s, t]$. Given $c \in I$, we will prove that $f$ is continuous at $c$. We do this first in the case where $c$ is not an endpoint of $I = [a, b]$.

Given $\epsilon > 0$, let $u = \max\{s, f(c) - \epsilon\}$ and $v = \min\{t, f(c) + \epsilon\}$. Then $u$ and $v$ are points of $[s, t]$ and

$$f(c) - \epsilon \leq u \leq f(c) \leq v \leq f(c) + \epsilon.$$

Note that the only way one of the inequalities $u \leq f(c) \leq v$ can be an equality is if $f(c)$ is one of the endpoints $s$ or $t$. However, this cannot happen, since $c$ is not an endpoint of $I$. Thus, $u < f(c) < v$.

Since $f(I) = [s, t]$, there are points $p, q \in I$ such that $f(p) = u$ and $f(q) = v$. Since $f$ is monotone increasing,

$$p < c < q.$$  

We choose $\delta = \min\{q - c, c - p\}$. Then $|x - c| < \delta$ implies $p < x < q$ and this implies

$$f(c) - \epsilon \leq u < f(x) < v \leq f(c) + \epsilon \quad \text{that is} \quad |f(x) - f(c)| < \epsilon.$$  

This proves that $f$ is continuous at $c$ in the case where $c$ is not an endpoint of $I$.

If $c$ is an endpoint of $I$, then the argument is the same except that we only have to concern ourselves with points that lie to one side of $c$ and of $f(c)$. The details are left to the exercises.
3.2. PROPERTIES OF CONTINUOUS FUNCTIONS

It remains to prove that a monotone *decreasing* function on \(I\) with a closed interval for its range is continuous. However, if \(g\) is monotone decreasing, then \(f = -g\) is monotone increasing, also has a closed interval as image and, hence, is continuous by the above. But if \(-g\) is continuous, then so is \(g = (-1)(-g)\).

**Theorem 3.2.6.** A continuous, strictly monotone function on a closed interval \(I\) has a continuous inverse function defined on \(J = f(I)\). That is, there is a continuous function \(g\), with domain \(J\), such that \(g(f(x)) = x\) for all \(x \in I\) and \(f(g(y)) = y\) for all \(y \in J\).

**Proof.** Since \(f\) is strictly monotone, for each \(y \in J\) there is exactly one \(x \in I\) such that \(f(x) = y\). We set \(g(y) = x\). Then, by the choice of \(x\), we have \(f(g(y)) = f(x) = y\) and \(g(f(x)) = g(y) = x\).

The function \(g\) is strictly monotone because \(f\) is strictly monotone. Furthermore, the range of \(g\) is \(I\). By the previous theorem, this implies that \(g\) is continuous.

**Exercise Set 3.2**

1. Find the maximum and minimum values of the function \(f(x) = x^2 - 2x\) on the interval \([0, 3]\).

2. Prove that if \(f\) is a continuous function on a closed bounded interval \(I\) and if \(f(x)\) is never 0 for \(x \in I\), then there is a number \(m > 0\) such that \(f(x) \geq m\) for all \(x \in I\) or \(f(x) \leq -m\) for all \(x \in I\).

3. Prove that if \(f\) is a continuous function on a closed bounded interval \([a, b]\) and if \((x_0, y_0)\) is any point in the plane, then there is a closest point to \((x_0, y_0)\) on the graph of \(f\).

4. Find an example of a function which is continuous on a bounded (but not closed) interval \(I\), but is not bounded. Then find an example of a function which is continuous and bounded on a bounded interval \(I\), but does not have a maximum value.

5. Find an example of a function which is continuous on a closed (but not bounded) interval \(I\), but is not bounded. Then find an example of a function which is continuous and bounded on a closed interval \(I\), but does not have a maximum value.

6. Give an example of a function defined on the interval \([0, 1]\), which does not take on every value between \(f(0)\) and \(f(1)\).

7. Show that if \(f\) and \(g\) are continuous functions on the interval \([a, b]\) such that \(f(a) < g(a)\) and \(g(b) < f(b)\), then there is a number \(c \in (a, b)\) such that \(f(c) = g(c)\).

8. Let \(f\) be a continuous function from \([0, 1]\) to \([0, 1]\). Prove there is a point \(c \in [0, 1]\) such that \(f(c) = c\) — that is, show that \(f\) has a *fixed point*. Hint: apply the intermediate value theorem to the function \(g(x) = f(x) - x\).
9. Use the intermediate value theorem to prove that, if \( n \) is a natural number, then every positive number \( a \) has a positive \( n \)th root.

10. Prove that a polynomial of odd degree has at least one real root.

11. Use the intermediate value theorem to prove that if \( f \) is a continuous function on an interval \([a, b]\) and if \( f(x) \leq m \) for every \( x \in [a, b] \), then \( f(b) \leq m \).

12. Prove that if \( f \) is strictly increasing on \([a, b]\), then its inverse function is strictly increasing on \([f(a), f(b)]\).

### 3.3 Uniform Continuity

Compare the definition of continuity given in Definition 3.1.1 with the following definition.

**Definition 3.3.1.** If \( f \) is a function with domain \( D \), then \( f \) is said to be **uniformly continuous** on \( D \) if for each \( \epsilon > 0 \) there is a \( \delta > 0 \) such that

\[
|f(x) - f(a)| < \epsilon \quad \text{whenever} \quad x, a \in D \text{ and } |x - a| < \delta. \tag{3.3.1}
\]

By contrast, Definition 3.1.1 tells us that \( f \) is continuous on \( D \) if for each \( a \in D \) and each \( \epsilon > 0 \) there is a \( \delta > 0 \) such that

\[
|f(x) - f(a)| < \epsilon \quad \text{whenever} \quad x \in D \text{ and } |x - a| < \delta.
\]

These two definitions appear to be identical until one examines them closely. The difference is subtle but extremely important. In the definition of uniform continuity, given \( \epsilon \), a single \( \delta \) must be chosen that works for all points \( a \in D \), while in the definition of continuity, \( \delta \) is allowed to depend on \( a \).

**Example 3.3.2.** Find a function which is continuous on its domain, but not uniformly continuous.

**Solution:** We claim that the function \( f(x) = 1/x \) with domain \((0, 1]\) is continuous but not uniformly continuous on \((0, 1]\).

It is continuous because \( x \) is continuous on \((0, 1]\) and is never 0 on this set. Thus, Theorem 3.1.8(d) implies that \( 1/x \) is continuous at each point of \((0, 1]\).

On the other hand, if we attempt to verify that \( f \) is uniformly continuous, we run into trouble. Given \( \epsilon > 0 \), we try to find a \( \delta > 0 \) such that (3.3.1) holds. However, if \( \delta \) is any positive number and \( x \) and \( a \) are chosen so that \( 0 < x < a < \delta \), then it will be true that

\[
|x - a| < \delta.
\]

However, we can make \( 1/x \) and, hence, \( |1/x - 1/a| \) as large as we want by simply keeping \( a < \delta \) fixed and choosing \( x < a \) small enough. In particular, \( |1/x - 1/a| \) can be made larger than \( \epsilon \) regardless of what \( \epsilon \) we start with. Thus, \( f(x) = 1/x \) is not uniformly continuous on \((0, 1]\).
3.3. UNIFORM CONTINUITY

Proof.

a, b on (3.3.1). In particular, none of the numbers 1

Then there is an 

r, if we choose 

δ 

This implies that \( f(x) = 1/x \) is uniformly continuous on \([r, 1]\).

Example 3.3.3. Prove that \( f(x) = 1/x \) is uniformly continuous on any interval of the form \([r, 1]\), where \( r > 0 \).

Solution: If \( x \) and \( a \) are in the interval \([r, 1]\), then

\[
\left| \frac{1}{x} - \frac{1}{a} \right| = \frac{|x-a|}{ax} \leq \frac{|x-a|}{r^2}.
\]

Thus, given \( \epsilon > 0 \), if we choose \( \delta = r^2\epsilon \), then

\[
\left| \frac{1}{x} - \frac{1}{a} \right| < \epsilon \quad \text{whenever} \quad |x-a| < \delta.
\]

This Conditions Ensuring Uniform Continuity

In the last example, the domain of the function \( f \) was a closed, bounded interval. It turns out that, in this case, continuity implies uniform continuity. This is the main theorem of this section.

Theorem 3.3.4. If \( f \) is a continuous function on a closed, bounded interval \( I \), then \( f \) is uniformly continuous on \( I \).

Proof. We will prove the contrapositive. Suppose \( f \) is not uniformly continuous on \([a, b]\). Then there is an \( \epsilon > 0 \) for which no \( \delta \) can be found which satisfies (3.3.1). In particular, none of the numbers \( 1/n \) for \( n \in \mathbb{N} \) will suffice for \( \delta \). This means that, for each \( n \), there are numbers \( x_n, a_n \in I \) such that

\[
|x_n - a_n| < 1/n \quad \text{but} \quad |f(x_n) - f(a_n)| \geq \epsilon.
\]
By the Bolzano-Weierstrass Theorem, some subsequence \( \{x_{n_k}\} \) of the sequence \( \{x_n\} \) converges to a point \( x \) of \( I \). The inequality \( |x_{n_k} - a_{n_k}| < 1/n_k \leq 1/k \) implies that \( \{a_{n_k}\} \) converges to the same number. Since \( |f(x_{n_k}) - f(a_{n_k})| \geq \epsilon \), the sequences \( \{f(x_{n_k})\} \) and \( \{f(a_{n_k})\} \) cannot converge to the same number. However, they would both have to converge to \( f(x) \) if \( f \) were continuous at \( x \), by Theorem 3.1.5. Thus, we conclude that \( f \) is not continuous at every point of \( I \).

### Consequences of Uniform Continuity

**Theorem 3.3.5.** If \( f \) is uniformly continuous on its domain \( D \), and if \( \{x_n\} \) is any Cauchy sequence in \( D \), then \( \{f(x_n)\} \) is also a Cauchy sequence.

**Proof.** Given \( \epsilon > 0 \), by uniform continuity there is a \( \delta > 0 \) such that

\[
|f(x) - f(y)| < \epsilon \quad \text{whenever} \quad x, y \in D \text{ and } |x - y| < \delta.
\]

Since \( \{x_n\} \) is Cauchy, there is an \( N \) such that

\[
|x_n - x_m| < \delta \quad \text{whenever} \quad n, m > N.
\]

Combining these two statements tells us that

\[
|f(x_n) - f(x_m)| < \epsilon \quad \text{whenever} \quad n, m > N.
\]

Thus, \( \{f(x_n)\} \) is a Cauchy sequence.

An interval may be closed, open or half open. If \( I \) is an interval, we denote by \( \overline{I} \) the closed interval consisting of \( I \) along with any endpoints of \( I \) that may be missing from \( I \). If \( I \) is a bounded interval, then \( \overline{I} \) is a closed, bounded interval.

Given a continuous function \( f \) on a bounded interval \( I \) that is not closed, it may or may not be possible to extend \( f \) to a continuous function on \( \overline{I} \). That is, it may or may not be possible to give \( f \) values at the missing endpoint(s) that make the new function continuous. The next theorem tells when this can be done.

**Theorem 3.3.6.** If \( f \) is a continuous function on a bounded interval \( I \), which may not be closed, then \( f \) has a continuous extension to \( \overline{I} \) if and only if \( f \) is uniformly continuous on \( I \).

**Proof.** If \( f \) has a continuous extension \( \tilde{f} \) to \( \overline{I} \), then \( \tilde{f} \) is uniformly continuous on \( \overline{I} \) by Theorem 3.3.4. But if a function is uniformly continuous on a set, then it is also uniformly continuous when restricted to any smaller set. Since \( f \) is just \( \tilde{f} \) restricted to the smaller domain \( I \), \( f \) is uniformly continuous on \( I \).

Conversely, suppose \( f \) is uniformly continuous on \( I \). Let \( a \) be a missing endpoint of \( I \) (left or right). There are lots of sequences in \( I \) which converge to \( a \). Let \( \{a_n\} \) be one of these. Then \( \{a_n\} \) is a Cauchy sequence in \( I \) and so the previous theorem implies that \( \{f(a_n)\} \) is also a Cauchy sequence. Since Cauchy sequences converge, we know that there is a \( y \) such that \( f(a_n) \to y \).
3.3. UNIFORM CONTINUITY

We claim that if \( \{b_n\} \) is any other sequence in \( I \) converging to \( a \), then \( \{f(b_n)\} \) converges to the same number \( y \). We prove this by constructing a new sequence \( \{c_n\} \) in \( I \), which also converges to \( a \), by interlacing the terms of \( \{a_n\} \) and \( \{b_n\} \). That is, we set

\[
\begin{align*}
c_{2k-1} &= a_k; \\
c_{2k} &= b_k.
\end{align*}
\]

Since \( c_n \to a \), we may argue as before, that \( \{f(c_n)\} \) converges to some number. But one of its subsequences, \( \{f(c_{2k-1})\} \), converges to \( y \). This implies that \( \{f(c_n)\} \) must converge to \( y \) as must any of its subsequences. In particular \( \{c_{2k}\} = \{b_k\} \) converges to \( y \). This proves our claim. That is, the number \( y = \lim f(a_n) \) is the same no matter what sequence \( \{a_n\} \) in \( I \) converging to \( a \) is chosen.

We now define a new function \( \hat{f} \) on \( I \cup \{a\} \), by setting \( \hat{f}(a) = y \) and \( \hat{f}(x) = f(x) \) for each \( x \in I \). It is clear from the construction that \( \hat{f} \) will be continuous at \( a \), since \( \hat{f}(x_n) \to y = f(a) \) for every sequence \( \{x_n\} \) in \( I \cup \{a\} \) that converges to \( a \).

This proves that a uniformly continuous function on a bounded interval \( I \) can be extended to be continuous on the interval obtained by adjoining one missing endpoint to \( I \). If the other endpoint is also missing, we simply repeat the process to get an extension to all of \( \overline{T} \).

This theorem often provides a quick way to see that a function on a bounded interval is not uniformly continuous.

**Example 3.3.7.** Show that the function \( f(x) = \frac{1}{1-x^2} \) is not uniformly continuous on the interval \((-1, 1)\).

**Solution:** If \( f \) is uniformly continuous on this interval, then the previous theorem implies that \( f \) has a continuous extension to \([-1, 1]\). However, a continuous function on a closed bounded interval is bounded. The function \( f \) is not bounded on \((-1, 1)\), and so no extension of it to \([-1, 1]\) can be bounded. Thus, \( f \) is not uniformly continuous.

If the interval \( I \) is unbounded, then it is possible for a function on \( I \) to be uniformly continuous and yet unbounded.

**Example 3.3.8.** Show that the function \( f(x) = \sqrt{x} \) is uniformly continuous on \([1, +\infty)\).

**Solution:** If \( x, y \in [1, +\infty) \), then

\[
|\sqrt{x} - \sqrt{y}| = \frac{|x - y|}{\sqrt{x} + \sqrt{y}} < |x - y|,
\]

since \( \sqrt{x} \geq 1 > 1/2 \) and \( \sqrt{y} \geq 1 > 1/2 \) if \( x, y \in [1, +\infty) \). This clearly implies that \( f \) is uniformly continuous on \([1, +\infty) \). In fact, given \( \epsilon > 0 \), it suffices to choose \( \delta = \epsilon \) to obtain

\[
|f(x) - f(y)| < \epsilon \quad \text{whenever} \quad x, y \in [1, +\infty) \text{ and } |x - y| < \delta.
\]
Exercise Set 3.3

1. Is the function $f(x) = x^2$ uniformly continuous on $(0,1)$? Justify your answer.

2. Is the function $f(x) = 1/x^2$ uniformly continuous on $(0,1)$? Justify your answer.

3. Is the function $f(x) = x^2$ uniformly continuous on $(0, +\infty)$? Justify your answer.

4. Using only the $\varepsilon$–$\delta$ definition of uniform continuity, prove that the function $f(x) = \frac{x}{x+1}$ is uniformly continuous on $[0, \infty)$.

5. In Example 3.3.8 we showed that $\sqrt{x}$ is uniformly continuous on $[1, +\infty)$. Show that it is also uniformly continuous on $[0,1]$.

6. Prove that if $I$ and $J$ are overlapping intervals in $\mathbb{R}$ ($I \cap J \neq \emptyset$) and $f$ is a function, defined on $I \cup J$, which is uniformly continuous on $I$ and uniformly continuous on $J$, then it is also uniformly continuous on $I \cup J$. Use this and the previous exercise to prove that $\sqrt{x}$ is uniformly continuous on $[0, +\infty)$.

7. Prove that if $I$ is a bounded interval and $f$ is an unbounded function defined on $I$, then $f$ cannot be uniformly continuous.

8. Let $f$ be a function defined on an interval $I$ and suppose that there are positive constants $K$ and $r$ such that

$$|f(x) - f(y)| \leq K|x - y|^r$$

for all $x, y \in I$.

Prove that $f$ is uniformly continuous.

9. Is the function $f(x) = \sin(1/x)$ continuous on $(0,1)$? Is it uniformly continuous on $(0,1)$. Justify your answers.

10. Is the function $f(x) = x \sin(1/x)$ uniformly continuous on $(0,1)$? Justify your answer.

3.4 Uniform Convergence

Uniform convergence is a subject that is both similar to and very different from uniform continuity. Uniform continuity is a condition on the continuity of a single function, while uniform convergence is a condition on the convergence of a sequence of functions.
Sequences of Functions

In calculus we often encounter sequences of functions as opposed to sequences of numbers. They occur as partial sums of power series, for example. Other examples are the following (note that $x$ is a variable):

1. $\{x/n\}, \ x \in \mathbb{R}$;
2. $\{x^n\}, \ x \in \mathbb{R}$;
3. $\left\{\frac{1}{1+nx}\right\}, \ x > 0$;
4. $\left\{\frac{1-x^n}{1-x}\right\}, \ x \in (-1,1)$;
5. $\{\sin nx\}, \ x \in [0,2\pi)$.

It is important to have methods to show that various things are preserved by passing to the limit of a sequence of functions. If the functions in the sequence are all continuous on a certain set $D$, is the limit continuous on $D$? Is the integral of the limit equal to the limit of the integrals if we are integrating over some interval on which all the functions are defined? The answer to both of these questions is “yes” provided the convergence is uniform.

Uniform Convergence

Let $\{f_n\}$ be a sequence of functions on a set $D \subset \mathbb{R}$. We say that $\{f_n\}$ converges pointwise to a function $f$ on $D$ if, for each $x \in D$, the sequence of numbers $\{f_n(x)\}$ converges to the number $f(x)$. If we write out what this means in terms of the definition of convergence of a sequence of numbers we get the statement in (a) of the following definition. Statement (b) is the definition of uniform convergence.

Definition 3.4.1. Let $\{f_n\}$ be a sequence of functions on a set $D \subset \mathbb{R}$. Then

(a) $\{f_n\}$ is said to converge pointwise to a function $f$ on $D$ if, for each $x \in D$ and each $\epsilon > 0$, there is an $N$ such that

$$|f(x) - f_n(x)| < \epsilon \quad \text{whenever} \quad n > N.$$  

(b) $\{f_n\}$ is said to converge uniformly on $D$ to a function $f$ if, for each $\epsilon > 0$, there is an $N$ such that

$$|f(x) - f_n(x)| < \epsilon \quad \text{whenever} \quad x \in D \quad \text{and} \quad n > N;$$

As with continuity and uniform continuity, the definitions of pointwise convergence and uniform convergence seem identical until one studies them closely. In fact, they are very different. In the case of pointwise convergence, $x$ is given along with $\epsilon$ before $N$ is chosen. Here $N$ may well depend on both $\epsilon$ and $x$. In the case of uniform convergence, only $\epsilon$ is given initially; then an $N$ must be chosen which works for all $x$. That is, $N$ does not depend on $x$ in this case.
Example 3.4.2. Give an example of a sequence of functions defined on \([0, 1]\) which converges pointwise on \([0, 1]\) but not uniformly.

**Solution:** An example is the sequence \(\{f_n\}\) on \([0, 1]\) defined by \(f_n(x) = x^n\), which is illustrated in Figure 3.3. This sequence of functions converges to the function \(f\) which is 0 if \(x < 1\) and 1 if \(x = 1\). Since the sequence \(\{f_n(x)\}\) converges to \(f(x)\) for each value of \(x\), the sequence \(\{f_n\}\) converges pointwise to \(f\) on \([0, 1]\). However, the convergence is not uniform on \([0, 1]\). In fact,

\[
|f_n(x) - f(x)| = x^n \quad \text{if} \quad x \in [0, 1),
\]

and so, given \(\epsilon > 0\), in order for it to be true that \(|f_n(x) - f(x)| < \epsilon\) for all \(x \in [0, 1]\) and some \(n\), we would need that

\[
x^n < \epsilon \quad \text{for all} \quad x \in [0, 1).
\]

However, since \(x^n\) is continuous on \([0, 1]\), this would imply that \(1 = 1^n \leq \epsilon\) (Exercise 3.3.11). Obviously, there are positive numbers \(\epsilon\) for which this is not true (any positive \(\epsilon < 1\)). This shows that the convergence of \(\{f_n\}\) on \([0, 1]\) is not uniform.

The problem in the above example is due to what is happening near \(x = 1\). If we stay away from 1, the situation improves.

Example 3.4.3. If \(0 < r < 1\), prove that the sequence \(\{f_n\}\), defined by \(f_n(x) = x^n\), converges uniformly to 0 on \([0, r]\).

**Solution:** We have

\[
|x^n - 0| = x^n \leq r^n \quad \text{for all} \quad x \in [0, r]. \quad (3.4.1)
\]
Now, given $\epsilon > 0$, we choose $N$ so that $r^n < \epsilon$ whenever $n > N$.

This is possible because $r^n \to 0$ if $0 \leq r < 1$. Combining this with (3.4.1) yields $|x^n - 0| < \epsilon$ whenever $x \in [0, r]$ and $n > N$.

This proves that $\{x^n\}$ converges uniformly to 0 on $[0, r]$.

**Uniform Convergence and Continuity**

**Theorem 3.4.4.** Let $\{f_n\}$ be a sequence of functions, all of which are defined and continuous on a set $D$. If $\{f_n\}$ converges uniformly to a function $f$ on $D$, then $f$ is continuous on $D$.

**Proof.** If $a \in D$, we will show that $f$ is continuous at $a$. Given $\epsilon > 0$, we first use the uniform convergence to choose an $N$ such that $|f_n(x) - f(x)| < \epsilon/3$ whenever $x \in D, n > N$.

We then fix a natural number $n > N$ and use the fact that each $f_n$ is continuous at $a$ to choose a $\delta > 0$ such that $|f_n(x) - f_n(a)| < \epsilon/3$ whenever $x \in D$ and $|x - a| < \delta$.

On combining these and using the triangle inequality, we conclude that

$$|f(x) - f(a)| \leq |f(x) - f_n(x)| + |f_n(x) - f_n(a)| + |f_n(a) - f(a)|$$

$$< \epsilon/3 + \epsilon/3 + \epsilon/3 = \epsilon,$$

whenever $x \in D$ and $|x - a| < \delta$. This proves that $f$ is continuous at $a$. Since $a$ was an arbitrary point of $D$, $f$ is continuous on $D$.

**Example 3.4.5.** Analyze the convergence of the sequence of functions $\{f_n\}$ defined on $[0, \infty)$ by

$$f_n(x) = \frac{1}{1 + nx}.$$

Does the sequence converge pointwise? Does it converge uniformly?

**Solution:** Since $f_n(0) = 1$ for all $n$, the sequence $\{f_n(x)\}$ converges to 1 at $x = 0$. Since each $f_n$ can be re-written as

$$f_n(x) = \frac{1/n}{1/n + x},$$

and the denominator of this expression converges to $x$, the sequence $\{f_n(x)\}$ converges to 0 if $x \neq 0$. Thus, $\{f_n(x)\}$ converges pointwise to the function $f$ on $[0, \infty)$ defined by $f(x) = 0$ if $x > 0$ and $f(0) = 1$.

It follows from the previous theorem that the convergence is not uniform, because $f$ is not continuous on $[0, \infty)$ although each of the functions $f_n$ is continuous on this interval.
Tests For Uniform Convergence

A sequence \( \{f_n\} \) converges uniformly to \( f \) on a set \( D \) if and only if \( \{|f_n - f|\} \) converges uniformly to 0 on \( D \). Thus, it is useful to have simple tests for when a sequence converges uniformly to 0. We will give two such tests. One gives conditions which guarantee that a sequence converges uniformly to 0 and the other gives a condition, which if not true, guarantees that a sequence does not converge uniformly to 0. Both theorems have very simple proofs which are left to the exercises.

The following theorem is useful for showing that a sequence converges uniformly.

**Theorem 3.4.6.** Let \( \{f_n\} \) be a sequence of functions defined on a set \( D \). If there is a sequence of numbers \( b_n \), such that \( b_n \to 0 \), and

\[
|f_n(x)| \leq b_n \quad \text{for all} \quad x \in D,
\]

then \( \{f_n\} \) converges uniformly to 0 on \( D \).

The following theorem provides a useful test for proving a sequence does not converge uniformly.

**Theorem 3.4.7.** Let \( \{f_n\} \) be a sequence of functions defined on a set \( D \). If \( \{f_n\} \) converges uniformly to 0 on \( D \), then \( \{f_n(x_n)\} \) converges to 0 for every sequence \( \{x_n\} \) of points of \( D \).

**Example 3.4.8.** If \( f_n(x) = \frac{n}{x + n} \), prove that \( \{f_n\} \) converges uniformly to 1 on the interval \([0, r]\) for each positive number \( r \), but does not converge uniformly on \([0, \infty)\).

**Solution:** We have

\[
|f_n(x) - 1| = \frac{x}{x + n} \leq \frac{x}{n} \leq \frac{r}{n},
\]

if \( x \in [0, r] \). Since \( r/n \to 0 \), Theorem 3.4.6 implies that \( \frac{x}{x + n} \) converges uniformly to 0 on \([0, r]\) and, hence, that \( \{f_n\} \) converges uniformly to 1 on \([0, r]\).

On the other hand if we set \( x_n = n \), then \( \{x_n\} \) is a sequence of numbers in \([0, \infty)\) and \( f_n(x_n) = 1/2 \). Since \( f_n(x_n) - 1 \) does not converge to 0, Theorem 3.4.7 implies that \( \{f_n - 1\} \) does not converge uniformly to 0 on \([0, \infty)\) and, hence, that \( \{f_n\} \) does not converge uniformly to 1 on \([0, \infty)\).

Uniformly Cauchy Sequences

**Definition 3.4.9.** A sequence of functions \( \{f_n\} \) on a set \( D \) is said to be uniformly Cauchy on \( D \) if for each \( \epsilon > 0 \), there is an \( N \) such that

\[
|f_n(x) - f_m(x)| < \epsilon \quad \text{whenever} \quad x \in D \text{ and } n, m > N.
\]
If \( \{f_n\} \) is a uniformly Cauchy sequence, then \( \{f_n(x)\} \) is a Cauchy sequence for each \( x \in D \). By Theorem 2.5.7, \( \{f_n(x)\} \) converges. Thus, \( \{f_n\} \) converges pointwise to some function \( f \) on \( D \). The next theorem tells us that the convergence is uniform. Its proof is left to the exercises.

**Theorem 3.4.10.** A sequence of functions \( \{f_n\} \) on \( D \) is uniformly convergent on \( D \) if and only if it is uniformly Cauchy on \( D \).

**Exercise Set 3.4**

1. Prove that the sequence \( \{x/n\} \) converges uniformly to 0 on each bounded interval, but does not converge uniformly on \( \mathbb{R} \).

2. Prove that the sequence \( \frac{1}{x^2 + n} \) converges uniformly to 0 on \( \mathbb{R} \).

3. Prove that the sequence \( \{\sin(x/n)\} \) converges to 0 pointwise on \( \mathbb{R} \), but it does not converge uniformly on \( \mathbb{R} \).

4. Prove that the sequence \( \frac{\sin nx}{n} \) converges uniformly to 0 on \([0,1]\).

5. Prove that \( \{x^n(1-x)\} \) converges uniformly to 0 on \([0,1]\). Hint: find where each of these functions has its maximum on \([0,1]\).

6. Prove Theorem 3.4.6.

7. Prove Theorem 3.4.7.

8. Prove that if \( \{f_n\} \) is a sequence of uniformly continuous functions on a set \( D \) and if this sequence converges uniformly to \( f \) on \( D \), then \( f \) is also uniformly continuous.

9. For \( x \in (-1,1) \) set \( s_n(x) = \sum_{k=0}^{n} x^k \). This is the \( n \)th partial sum of a geometric series. Prove that \( s_n(x) = \frac{1-x^{n+1}}{1-x} \).

10. Prove that the sequence \( \{s_n\} \) of the previous exercise converges uniformly to \( \frac{1}{1-x} \) on each interval of the form \([-r,r] \) with \( r < 1 \), but it does not converge uniformly on \((-1,1)\).

11. Prove Theorem 3.4.10. Hint: use an argument like the one in the proof of Theorem 2.5.7.

12. Prove that if \( \{a_k\} \) is a bounded sequence of numbers and a sequence \( \{s_n\} \) is defined on \((-1,1)\) by

\[
s_n(x) = \sum_{k=0}^{n} a_k x^k,
\]
then \( \{s_n\} \) converges to a continuous function on \((-1, 1)\). Hint: prove this sequence is uniformly Cauchy on each interval \([-r, r]\) for \(0 < r < 1\).
Chapter 4

The Derivative

In this chapter we will prove the standard theorems from calculus concerning differentiation – theorems such as the Chain Rule, the Mean Value Theorem, and L'Hôpital’s Rule.

We begin with the concept of the limit of a function.

4.1 Limits of Functions

Definition 4.1.1. Let \( I \) be an open interval, \( a \) a point of \( I \), and \( f \) a function defined on \( I \) except possibly at \( a \) itself. Then we will say the limit of \( f(x) \) as \( x \) approaches \( a \) is \( L \) and write

\[
\lim_{x \to a} f(x) = L
\]

if, for each \( \epsilon > 0 \), there is a \( \delta > 0 \) such that

\[
|f(x) - L| < \epsilon \quad \text{whenever} \quad x \in I \text{ and } 0 < |x - a| < \delta.
\]

Note that the condition \( 0 < |x - a| \) in the above definition means that, in defining the limit of \( f \) as \( x \) approaches \( a \), we only care about values of \( f \) at points of \( I \) other than \( a \) itself.

Note also, that the domain of \( f \) may be larger than \( I \) and may not be an interval at all, but, in order to define the limit of \( f \) at \( a \) we want \( f \) to be defined at least at all points, except \( a \) itself, in some open interval containing \( a \).

Remark 4.1.2. On comparing the above definition with the definition of continuity (Definition 3.1.1), we conclude that, if \( f \) is defined on an open interval containing \( a \), then \( f \) is continuous at \( a \) if and only if \( \lim_{x \to a} f(x) = f(a) \).

This means that if \( f \) is not continuous at \( a \) (or not defined at \( a \), but it has a limit \( L \) as \( x \) approaches \( a \), then we can make \( f \) continuous at \( a \) by redefining (or defining) it at \( a \) by setting \( f(a) = L \).

Example 4.1.3. Find \( \lim_{x \to 1} f(x) \) if \( f(x) \) is the function \( \frac{x^3 - 1}{x - 1} \) on \( \mathbb{R} \setminus \{1\} \).
Solution: For \( x \in \mathbb{R} \setminus \{1\} \), we have
\[
f(x) = \frac{x^3 - 1}{x - 1} = x^2 + x + 1.
\]
The function on the right is continuous at 1 (since it is a polynomial) and has the value 3 there. Thus, if we extend \( f \) to all of \( \mathbb{R} \) by giving it the value 3 at \( x = 1 \), then it becomes the continuous function \( x^2 + x + 1 \). By the above remark, \( \lim_{x \to 1} f(x) = 3 \).

Example 4.1.4. Can the function \( \frac{\sin x}{x} \) on \( \mathbb{R} \setminus \{0\} \) be defined at 0 in such a way that it becomes continuous at 0?

Solution: We learned in calculus that \( \lim_{x \to 0} \frac{\sin x}{x} = 1 \). Thus, if \( \frac{\sin x}{x} \) is given the value 1 at \( x = 0 \), it will be continuous there.

One Sided Limits, Limits at \( \pm \infty \)

Example 4.1.5. Give an intuitive discussion of the behavior of the function \( f(x) = \frac{x}{|x|} \) as \( x \) approaches 0.

Solution: We have \( f(x) = 1 \) if \( x > 0 \) and \( f(x) = -1 \) if \( x < 0 \). Thus, as \( x \) approaches 0, \( f(x) \) approaches 1 if we keep \( x \) to the right of 0, while \( f(x) \) approaches \(-1\) if we keep \( x \) to the left of 0. However, \( \lim_{x \to 0} f(x) \) does not exist, since in the definition of limit, we allow \( x \) to be on either side of \( a \).

The above example suggests that it may be useful to define one-sided limits that depend only on the behavior of the function on one side of the point \( a \). If a function is defined on an unbounded interval, then it may also be useful to discuss its limit at \( +\infty \) or \( -\infty \). Correctly formulated, the same definition can be used to cover the cases of one sided limits and of limits at \( \pm \infty \).

Definition 4.1.6. Let \( f \) be a function defined on an open interval \((a, b)\), where \( a \) could be \(-\infty \) and \( b \) could be \(+\infty \). We say that the limit from the right of \( f(x) \) as \( x \) approaches \( a \) is \( L \) and write
\[
\lim_{x \to a^+} f(x) = L
\]
if for every \( \epsilon > 0 \) there is an \( m \in (a, b) \) such that
\[
|f(x) - L| < \epsilon \quad \text{whenever} \quad a < x < m.
\]

Similarly, we say the limit of \( f(x) \) as \( x \) approaches \( b \) from the left is \( L \), and write
\[
\lim_{x \to b^-} f(x) = L
\]
if for every \( \epsilon > 0 \) there is a \( m \in (a, b) \) such that
\[
|f(x) - L| < \epsilon \quad \text{whenever} \quad m < x < b.
\]
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Note that, if $a$ is finite, then to say that there is a $m \in (a, b)$ such that $|f(x) - L| < \varepsilon$ whenever $a < x < m$ is the same thing as saying there is a $\delta > 0$ such that $|f(x) - L| < \varepsilon$ whenever $|x - a| < \delta$ and $x \in (a, b)$ (this is clear if we let $m$ and $\delta$ determine each other by the formula $\delta = m - a$). This is just like the ordinary definition of limit of $f$ at $a$ except $x$ is restricted to lie to the right of $a$. A similar analysis holds for the limit from the left at $b$ in the case where $b$ is finite.

In the case where $b = \infty$, the condition $m < x < b$ just means that $m < x$, while in the case where $a = -\infty$, the condition $a < x < m$ just means that $x < m$. Stated this way, the above definition is the traditional definition of limit at $\infty$ or at $-\infty$.

For limits at $\infty$ or $-\infty$, we will simply write $\lim_{x \to \infty} f(x)$ or $\lim_{x \to -\infty} f(x)$ rather than $\lim_{x \to \infty^-} f(x)$ or $\lim_{x \to -\infty^+} f(x)$.

In view of the above discussion, the following theorem is almost obvious. Its proof is left to the exercises.

**Theorem 4.1.7.** Let $I$ be an open interval and $a$ a point of $I$. If $f$ is defined on $I$ except possibly at $a$ then

$$\lim_{x \to a} f(x) = L \quad \text{if and only if} \quad \lim_{x \to a^+} f(x) = \lim_{x \to a^-} f(x).$$

In other words the limit of $f(x)$ as $x$ approaches $a$ exists if and only if the limits from the left and the right both exist and are equal. Of course, the limit is then this common value of the limits from the left and right.

**Example 4.1.8.** For the function

$$f(x) = \begin{cases} 
1 - x & \text{if } x < 0 \\
\sin x & \text{if } x > 0,
\end{cases}$$

Find $\lim_{x \to 0^-} f(x)$, $\lim_{x \to 0^+} f(x)$, and $\lim_{x \to 0} f(x)$ if they exist.

**Solution:** Since, to the left of 0, $f$ agrees with the continuous function $1 - x$, its limit from the left is $\lim_{x \to 0^-} (1 - x) = 1$. On the other hand, to the right of 0, $f$ agrees with the continuous function $\sin x$, and so its limit from the right is $\lim_{x \to 0^+} \sin x = \sin 0 = 0$. Because the limits from the left and the right are not the same, $\lim_{x \to 0} f(x)$ does not exist.

**Example 4.1.9.** Find $\lim_{x \to \infty} \frac{x^2 + 3x + 1}{2x^2 - 4}$.

**Solution:** We do this just as we would if we were finding the limit of a sequence as $n \to \infty$. We divide both numerator and denominator by the highest power of $x$ that occurs. This yields

$$\frac{x^2 + 3x + 1}{2x^2 - 4} = \frac{1 + 3/x + 1/x^2}{2 - 4/x^2}.$$
From this, we guess that the limit is 1/2. If we want to prove this is true, using only the above definition, we proceed as follows:

$$\left| \frac{x^2 + 3x + 1}{2x^2 - 4} - \frac{1}{2} \right| = \left| \frac{3x + 3}{2x^2 - 4} \right|.$$ 

Now if $x \geq 3$, then $2x^2 - 4 \geq x^2$ and $3x + 3 < 4x$. In this case, it follows from the above that

$$\left| \frac{x^2 + 3x + 1}{2x^2 - 4} - \frac{1}{2} \right| \leq \frac{4x}{x^2} = \frac{4}{x}.$$ 

Thus, given $\epsilon > 0$, if we choose $m = \max(3, 4/\epsilon)$, then

$$\left| \frac{x^2 + 3x + 1}{2x^2 - 4} - \frac{1}{2} \right| \leq \frac{4}{x} < \epsilon \text{ whenever } m < x.$$ 

This proves that the limit is 1/2, as we expected.

Of course, once we prove some theorems about limits, it becomes much easier to do limit problems like the one above. It turns out that all the theorems about limits of sequences, proved in the last chapter, have analogues for limits of functions.

**Limit Theorems**

As was the case with continuity, the limit of a function can be characterized in terms of limits of sequences. The following theorem is just like Theorem 3.1.5 and is proved the same way. The only difference is that $L$ replaces $f(a)$. We will not repeat the proof.

**Theorem 4.1.10.** Let $(a, b)$ be a (possibly infinite) interval and let $u$ be $a^+$ or $b^-$ or a point in the interval $(a, b)$. If $f$ is a function, defined on $(a, b)$, then

$$\lim_{x \to u} f(x) = L$$

if and only if $f(a_n) \to L$ whenever $\{a_n\}$ is a sequence in $(a, b)$ with $a_n \to u$.

As was the case with continuity in section 3.1, this theorem means that each theorem about convergence of sequences yields a theorem about limits of functions. For example, the Main Limit Theorem for sequences, together with the previous theorem implies the Main Limit Theorem for functions:

**Theorem 4.1.11. (Main Limit Theorem)** Let $(a, b)$ be a (possibly infinite) interval, let $u = a^+$ or $b^-$ or a point in the interval $(a, b)$, and let $c$ be a constant. Let $f$ and $g$ be functions defined on $I$. If $\lim_{x \to u} f(x) = K$ and $\lim_{x \to u} g(x) = L$, then

$$(a) \lim_{x \to u} c = c;$$

$$(b) \lim_{x \to u} cf(x) = cL;$$
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\[(c) \lim_{x \to u} (f(x) + g(x)) = K + L;\]
\[(d) \lim_{x \to u} f(x)g(x) = KL;\]
\[(e) \lim_{x \to u} f(x)/g(x) = K/L, \text{ provided } L \neq 0.\]

There is also a theorem about the limit of a composite function which is similar to Theorem 3.1.10 and has the same proof.

**Theorem 4.1.12.** Let \((a, b)\) be a (possibly infinite) interval and let \(u = a^+\) or \(b^-\). If \(g\) is defined on \((a, b)\) and \(\lim_{x \to u} g(x) = L\), \(f\) is defined on an interval containing \(L\) and the image of \(g\), and \(f\) is continuous at \(L\), then
\[
\lim_{x \to u} f(g(x)) = f(L).
\]

**Proof.** Let \(\{a_n\}\) be a sequence in \(I\) converging to \(u\). Then, by Theorem 4.1.10, \(\lim_{x \to u} g(x) = L\) implies \(g(a_n) \to L\). Then, by Theorem 3.1.5, the continuity of \(f\) at \(L\) implies that \(f(g(a_n)) \to f(L)\). Again using Theorem 4.1.10, we conclude that \(\lim_{x \to u} f(g(x)) = f(L)\). \(\square\)

**Example 4.1.13.** Prove that if \(g\) is a non-negative function, defined on an interval \(I\) except possibly at one point \(a \in I\), and if \(\lim_{x \to a} g(x) = L\), then
\[
\lim_{x \to a} g^r(x) = L^r \quad \text{for all rational } r > 0.
\]

**Solution:** If \(r > 0\) is rational and we set \(f(x) = x^r\), then \(f\) is continuous on \([0, \infty)\) by Theorem 3.1.6. Since \(g^r(x) = f(g(x))\), it follows immediately from the previous theorem that \(\lim_{x \to a} g^r(x) = L^r\).

**Infinite Limits**

Just as with sequences, for a function \(f\) it is sometimes useful to know that, even though \(f\) may not have a finite limit as \(x \to u\), it does approach either \(+\infty\) or \(-\infty\). In analogy with Definition 2.4.4, we define infinite limits as follows.

**Definition 4.1.14.** If \(f\) is a function defined on an interval \((a, b)\), then we say \(\lim_{x \to a^+} f(x) = \infty\) if, for each \(M\), there is an \(m \in (a, b)\) such that
\[
f(x) > M \quad \text{whenever } a < x < m.
\]

Infinite limits at \(b^-\) and what it means for the limit to be \(-\infty\) are defined analogously (see the exercises).

If \(c \in (a, b)\) and \(\lim_{x \to a^-} f(x) = \infty = \lim_{x \to a^+} f(x)\) are both \(\infty\), then we write \(\lim_{x \to a} f(x) = \infty\). The analogous statement holds if the limits are both \(-\infty\).

The following theorem reduces statements about infinite limits to statements about finite limits. Its proof is left to the exercises.
**Theorem 4.1.15.** Let \( f \) be defined on \((a, b)\) and let \( u = a^+ \) or \( b^- \) or a point in the interval \((a, b)\). If \( f \) is positive on \((a, b)\), then
\[
\lim_{x \to u} f(x) = \infty \quad \text{if and only if} \quad \lim_{x \to u} \frac{1}{f(x)} = 0.
\]
Similarly, if \( f \) is negative on \((a, b)\), then
\[
\lim_{x \to u} f(x) = -\infty \quad \text{if and only if} \quad \lim_{x \to u} \frac{1}{f(x)} = 0.
\]

**Example 4.1.16.** Analyze the behavior of \( f(x) = \frac{x}{1-x} \) as \( x \) approaches 1.

**Solution:** We have \( \lim_{x \to 1} \frac{1}{f(x)} = \lim_{x \to 1} \frac{1-x}{x} = 0 \), and so the limits of this function from the left and the right at 1 are both 0. On \((0, 1)\) the function \( f \) is positive and so \( \lim_{x \to 1^-} f(x) = \infty \) by the previous theorem. On \((1, \infty)\) the function \( f \) is negative and so \( \lim_{x \to 1^+} f(x) = -\infty \), also by the previous theorem.

**Exercise Set 4.1**

In each of the next 6 exercises find the indicated limit and prove that your answer is correct.

1. \( \lim_{x \to 1} \frac{x^2 - 1}{x-1} \).
2. \( \lim_{x \to 2} \frac{x^2 + x - 2}{x-1} \).
3. \( \lim_{x \to 0} \left( \frac{x^2 - 4}{x-2} \right)^{3/2} \).
4. \( \lim_{x \to 0} \cos(x^2 - x) \).
5. \( \lim_{x \to 2} \frac{x^2 - 3x + 1}{2x^2 + 1} \).
6. \( \lim_{x \to \infty} \frac{x^2 - 3x + 1}{2x^2 + 1} \).
7. If \( f(x) = \frac{\sin x}{|x|} \), find \( \lim_{x \to 0^+} f(x) \) and \( \lim_{x \to 0^-} f(x) \). Does \( \lim_{x \to 0} f(x) \) exist?
8. If \( f(x) = \sin \frac{1}{x} \), do \( \lim_{x \to 0^+} f(x) \) and \( \lim_{x \to 0^-} f(x) \) exist?
9. If, in Example 4.1.8, \( f \) is defined to be \(-x\) for \( x < 0 \) instead of \( 1-x \), does \( \lim_{x \to 0^-} f(x) \) exist? Why?
11. Let \( f \) be defined on \((a, b)\) and let \( u = a^+ \), \( b^- \) or a point of \((a, b)\). Prove that if \( \lim_{x \to u} f(x) \) exists and is positive, then there is a \( \delta > 0 \) such that \( f(x) > 0 \) whenever \( |x - a| < \delta \) and \( x \in (a, b) \). Hint: recall the proof of Theorem 2.2.3.

12. Let \( f \) be a non-negative function on an interval \((a, b)\) and let \( u = a^+ \) or \( b^- \). If \( \lim_{x \to u} f(x) \) exists, prove that it is a non-negative number.

13. Prove that if \( f \) is a bounded, non-decreasing function on the interval \((a, b)\), then \( \lim_{x \to a^+} f(x) \) and \( \lim_{x \to b^-} f(x) \) both exist and are finite.

14. State an appropriate definition for the statement \( \lim_{x \to b^-} f(x) = -\infty \).

15. Prove Theorem 4.1.15

### 4.2 The Derivative

The definition of the derivative is familiar from calculus.

**Definition 4.2.1.** Let \( f \) be a function defined on an open interval containing \( a \in \mathbb{R} \). If

\[
\lim_{x \to a} \frac{f(x) - f(a)}{x - a}
\]

exists and is finite, then we denote it by \( f'(a) \), and we say \( f \) is differentiable at \( a \) with derivative \( f'(a) \). If \( f \) is defined and differentiable at every point of an open interval \( I \), then we say that \( f \) is differentiable on \( I \).

The derivative \( f' \) of \( f \) is a new function with domain consisting of those points in the domain of \( f \) at which \( f \) is differentiable.

**Remark 4.2.2.** When convenient, we will make the change of variables \( h = x - a \) and write the derivative in the form

\[
f'(a) = \lim_{h \to 0} \frac{f(a + h) - f(a)}{h}.
\] (4.2.1)

Equivalently, when it is convenient to use \( x \) for the independent variable in the function \( f' \), we will write the derivative in the form

\[
f'(x) = \lim_{h \to 0} \frac{f(x + h) - f(x)}{h}.
\]

We don’t intend to repeat the computation of the derivatives of all the elementary functions. This is done in calculus. We will assume the student knows how to differentiate polynomials, rational functions, trigonometric functions, inverse trigonometric functions, and exponentials and logarithms. We will, however, compute a couple of derivatives directly from the above definition, just to remind the student of how this is done, and we will occasionally compute a derivative, as an example, to illustrate the use of some theorem.
Example 4.2.3. If \( f(x) = x^3 \), find the derivative of \( f \) using just Definition 4.2.1.

**Solution:** We have
\[
\frac{d}{dx} f(x) = \frac{d}{dx} x^3 = \lim_{x \to a} \frac{(x^3 - a^3)}{(x - a)} = \lim_{x \to a} \frac{(x - a)(x^2 + xa + a^2)}{x - a} = \lim_{x \to a} (x^2 + xa + a^2) = 3a^2.
\]
Thus, \( f'(a) = 3a^2 \).

Example 4.2.4. If \( f(x) = \sqrt{x} \), find \( f'(x) \) using just Definition 4.2.1.

**Solution:** We have
\[
\frac{d}{dx} f(x) = \frac{d}{dx} \sqrt{x} = \lim_{h \to 0} \frac{\sqrt{x + h} - \sqrt{x}}{h} = \lim_{h \to 0} \frac{\sqrt{x + h} - \sqrt{x}}{h} \cdot \frac{\sqrt{x + h} + \sqrt{x}}{\sqrt{x + h} + \sqrt{x}} = \lim_{h \to 0} \frac{1}{2\sqrt{x + h} + \sqrt{x}} = \frac{1}{2\sqrt{x}}.
\]
Thus, \( f'(x) = \frac{1}{2\sqrt{x}} \).

**Differentiation Theorems**

We will use what we know about limits to prove the main theorems concerning differentiation. Some of these are proved in the typical calculus course and some are not.

**Theorem 4.2.5.** If \( f \) is differentiable at \( a \), then \( f \) is continuous at \( a \).

**Proof.** If \( f \) is defined in an open interval containing \( a \) and \( x \), and if \( x \neq a \), then
\[
f(x) = f(a) + \frac{f(x) - f(a)}{x - a} \cdot (x - a).
\]
We take the limit of both sides as \( x \to a \). If \( f \) is differentiable at \( a \), then 
\[
\lim_{x \to a} \frac{f(x) - f(a)}{x - a} = f'(a).
\]
Since \( \lim_{x \to a} (x - a) = 0 \), this implies that 
\[
\lim_{x \to a} f(x) = f(a).
\]
Thus, \( f \) is continuous at \( a \). \( \square \)

**Theorem 4.2.6.** Let \( f \) and \( g \) be functions defined on an open interval \( I \) containing \( a \) and suppose \( f \) and \( g \) are both differentiable at \( a \) and \( c \) is a constant. Then \( cf, f + g, fg \) are differentiable at \( a \), as is \( f/g \) provided \( g(a) \neq 0 \), and

(a) \( (cf)'(a) = cf'(a) \);
(b) \( (f + g)'(a) = f'(a) + g'(a) \);
(c) \( (fg)'(a) = f'(a)g(a) + f(a)g'(a) \);
(d) \( \left( \frac{f}{g} \right)'(a) = \frac{f'(a)g(a) - f(a)g'(a)}{g^2(a)} \).
4.2. THE DERIVATIVE

Proof. We will prove (c) and (d) and leave (a) and (b) to the exercises.

To prove (c), we write
\[
\frac{f(x)g(x) - f(a)g(a)}{x - a} = \frac{f(x) - f(a)}{x - a}g(x) + f(a)\frac{g(x) - g(a)}{x - a}
\] (4.2.2)

By the previous theorem, \(\lim_{x \to a} g(x) = g(a)\), and so the Main Limit Theorem implies that the limit of the right side of (4.2.2) as \(x \to a\) exists and is equal to \(f'(a)g(a) + f(a)g'(a)\). Thus, the limit of the left side of this equality as \(x \to a\) exists as well. Hence, \((fg)'(a)\) exists and is equal to \(f'(a)g(a) + f(a)g'(a)\).

To prove part (d), we first prove that \(1/g\) is differentiable at \(a\) and \((1/g)'(a) = -g'(a)/g^2(a)\).

In fact
\[
\frac{1/g(x) - 1/g(a)}{x - a} = \frac{g(a) - g(x)}{g(a)g(x)(x - a)} = \frac{g(a) - g(x)}{x - a} \cdot \frac{1}{g(a)g(x)}.
\]

If we take the limit of both sides and use the Main Limit Theorem, the conclusion is that \((1/g)'(a)\) exists and is equal to \(-g'(a)/g^2(a)\), as claimed.

Now part (d) of the theorem follows from the computation
\[
\left(\frac{1}{g}\right)'(a) = \left(\frac{f}{g}\right)'(a) = \frac{f'(a)g(a) - f(a)g'(a)}{g^2(a)}.
\]

\[\square\]

The Chain Rule

Theorem 4.2.7. Suppose \(g\) is defined in an open interval \(I\) containing \(a\) and \(f\) is defined in an open interval containing \(g(I)\). If \(g\) is differentiable at \(a\) and \(f\) is differentiable at \(g(a)\), then \(f \circ g\) is differentiable at \(a\) and
\[
(f \circ g)'(a) = f'(g(a))g'(a).
\]

Proof. We let \(b = g(a)\) and we define a function \(h\) by
\[
h(y) = \begin{cases} 
\frac{f(y) - f(b)}{y - b} & \text{if } y \neq b \\
\frac{f'(y)}{f'(b)} & \text{if } y = b.
\end{cases}
\]

Then, since
\[
\lim_{y \to b} \frac{f(y) - f(b)}{y - b} = f'(b),
\]

we have
\[
h(y) \to f'(b) \quad \text{as} \quad y \to b.
\]

Therefore, \(h'(b) = f'(b)\). But \(h(y) = f(g(y))\) is the composition of \(h\) and \(g\), so by the Chain Rule, we have
\[
(h \circ g)(y) = f(g(y))
\]

is differentiable at \(a\) and
\[
(h \circ g)'(a) = f'(g(a))g'(a).
\]
the function \( h \) is continuous at \( b = g(a) \). Furthermore,

\[
\frac{f(g(x)) - f(g(a))}{x - a} = h(g(x)) \frac{g(x) - g(a)}{x - a}.
\]

Since \( h \) is continuous at \( b = g(a) \) and \( g \) is continuous at \( a \), we conclude that \( h(g(x)) \) is continuous at \( x = a \). Thus, if we take the limit of both sides of the above identity, we conclude that

\[
(f \circ g)'(a) = \lim_{x \to a} f(g(x)) - f(g(a)) = h(g(a)) \lim_{x \to a} \frac{g(x) - g(a)}{x - a} = f'(g(a))g'(a).
\]

\[\square\]

**Example 4.2.8.** Find \((\sin \sqrt{x})'\) using the Chain Rule.

**Solution:** The derivative of \(\sin\) is \(\cos\) and the derivative of \(\sqrt{x}\) is \(\frac{1}{2\sqrt{x}}\).

Thus, by the Chain Rule,

\[(\sin \sqrt{x})' = (\cos \sqrt{x}) \frac{1}{2\sqrt{x}} = \frac{\cos \sqrt{x}}{2\sqrt{x}}.
\]

**Derivative of an Inverse Function**

If \( f \) is continuous and strictly monotone on an interval \( I \), then it has a continuous inverse function \( g \), defined on \( J = f(I) \), such that \( g(J) = I \) (Theorem 3.2.6). If \( I \) is an open interval and \( a \) is a point of \( I \), then \( J \) is also an open interval and \( b = f(a) \in J \) (Exercise 4.2.5).

**Theorem 4.2.9.** If \( f \) is strictly monotone on an open interval \( I \) containing \( a \), is differentiable at \( a \), and \( f'(a) \neq 0 \), then the inverse function \( g \) of \( f \) is differentiable at \( b = f(a) \) and

\[g'(b) = \frac{1}{f'(a)} = \frac{1}{f'(g(b))}.
\]

**Proof.** For \( y \in J \), we set \( x = g(y) \in I \). Then \( f(x) = y \). We also have \( b = f(a) \) and \( a = g(b) \). Then

\[
g(y) - g(b) = \frac{x - a}{f(x) - f(a)}.
\]

If we denote by \( h \) the function of \( x \) on the right, then, since \( f \) is strictly monotone on \( I \), \( h \) is defined everywhere on \( I \) except at \( x = a \). Since \( \lim_{x \to a} h(x) = \frac{1}{f'(a)} \), the function \( h \) will be defined and continuous at \( a \) if we give it the value \( \frac{1}{f'(a)} \) at \( x = a \). Then

\[
\frac{g(y) - g(b)}{y - b} = h(g(y)).
\]
If we pass to the limit as $y \to b$, then, by Theorem 4.1.12, the expression on the right has limit $h(g(b)) = \frac{1}{f'(g(b))}$, since $g$ is continuous at $b$. This implies the expression on the left has the same limit, which means that $g'(b)$ exists and equals $\frac{1}{f'(g(b))}$.

Example 4.2.10. Find the derivative of $\sin^{-1}(x)$.

Solution: The function $\sin^{-1}(x)$ is the inverse function of the sin function restricted to the domain $[-\pi/2, \pi/2]$. Its domain is $[-1, 1]$ – the image of $[-\pi/2, \pi/2]$ under sin. By Theorem 4.2.9, its derivative on $(-1, 1)$ is

$$(\sin^{-1} x)' = \frac{1}{\cos(\sin^{-1} x)} = \frac{1}{\sqrt{1 - \sin^2(\sin^{-1} x)}} = \frac{1}{\sqrt{1 - x^2}},$$

since $\sin(\sin^{-1} x) = x$.

Exercise Set 4.2

1. Using just the definition of the derivative, show that the derivative of $1/x$ is $-1/x^2$.

2. Using just the definition of the derivative, find $(x^2 + 3x)'$.

3. Show how to derive the expression for the derivative of $\tan x$ if you know the derivatives of $\sin x$ and $\cos x$.

4. Using theorems from this section, find the derivative of $\tan\left(\frac{x}{x^2 + 1}\right)$.

5. We know that the image of a closed interval under a continuous function is a closed interval or a point (Theorem 3.2.4). Show that the image of an open interval under a continuous, strictly monotone function is an open interval.

6. If $f \circ g \circ h(x) = f(g(h(x)))$ is the composition of three functions, find an expression for its derivative. You may use the Chain Rule.

7. Using Theorem 4.2.9, derive the expression for the derivative of $\sqrt{x}$.

8. Using Theorem 4.2.9, derive the expression for the derivative of $\tan^{-1} x$.

9. Prove that if $f$ is defined on an open interval $I$ and has a positive derivative at a point $a \in I$, then there is an open interval $J$, containing $a$ and contained in $I$, such that $f(x) < f(a) < f(y)$ whenever $x, y \in J$ and $x < a < y$. Hint: see Exercise 4.1.11.
10. If \( f \) is a monotone function on an interval and \( g \) is its inverse function, then
\[
f \circ g(y) = y
\]
for every \( y \) in the domain \( J \) of \( g \). Use the Chain Rule on this identity to derive the expression for the derivative of the inverse function \( g \). This argument is not a substitute for the proof in Theorem 4.2.9. Why?

11. Is the function defined by
\[
f(x) = \begin{cases} 
    x \sin \frac{1}{x} & \text{if } x \neq 0 \\
    0 & \text{if } x = 0
\end{cases}
\]
differentiable at 0? How about the function
\[
f(x) = \begin{cases} 
    x^2 \sin \frac{1}{x} & \text{if } x \neq 0 \\
    0 & \text{if } x = 0
\end{cases}
\]

12. Is the function defined by
\[
f(x) = \begin{cases} 
    x^2 & \text{if } x > 0 \\
    0 & \text{if } x \leq 0
\end{cases}
\]
differentiable at 0?

4.3 The Mean Value Theorem

Critical Points

The proof of the mean value theorem rests on the fact that a continuous function on a closed bounded interval \([a, b]\) takes on its maximum and minimum values only at critical points. A critical point for \( f \) on \([a, b]\) is a point \( c \in [a, b] \) which satisfies one of the following:

1. \( c \) is an endpoint \((a \text{ or } b)\);
2. \( c \) is a stationary point, meaning \( c \in (a, b) \) and \( f'(c) = 0 \); or
3. \( c \) is a singular point, meaning \( c \in (a, b) \) and \( f'(c) \) does not exist.

**Theorem 4.3.1.** If \( f \) is a continuous function on a closed bounded interval \([a, b]\) and \( c \in [a, b] \) is a point at which \( f \) assumes a maximum or a minimum value on \([a, b]\), then \( c \) is a critical point for \( f \) on \([a, b]\).

**Proof.** Assume \( f \) has a maximum at \( c \). The proof in the case where it has a minimum is the same, except that the inequalities reverse.

We will prove that if \( c \) is not an endpoint or a singular point, then it must be a stationary point. This implies that it has to be one of the three.
4.3. **THE MEAN VALUE THEOREM**

If \( c \) is not an endpoint and not a singular point, then \( a < c < b \) and \( f \) has a derivative at \( c \). Since \( f(x) \leq f(c) \) for all \( x \in [a, b] \), we have

\[
\frac{f(x) - f(c)}{x - c} \begin{cases} 
\leq 0 & \text{for } x > c, \\
\geq 0 & \text{for } x < c.
\end{cases}
\]

It follows from Exercise 4.1.12 that

\[
\lim_{x \to c^+} \frac{f(x) - f(c)}{x - c} \leq 0 \quad \text{and} \quad \lim_{x \to c^-} \frac{f(x) - f(c)}{x - c} \geq 0.
\]

Since these two one-sided limits must be equal if the limit itself exists, we conclude that the limit must be 0. That is, \( f'(c) = 0 \). Hence \( c \) is a stationary point.

The Mean Value Theorem

The Mean Value Theorem is one of the most heavily used tools of calculus. It says that if \( f \) is continuous on \([a, b]\) and differentiable on \((a, b)\), then for at least one point between \( a \) and \( b \) the graph of \( f \) has tangent line parallel to the line joining \((a, f(a))\) to \((b, f(b))\); this may happen at several points (see Figure 4.1).

More precisely,

**Theorem 4.3.2.** If a function \( f \) is continuous on the closed interval \([a, b]\) and differentiable on the open interval \((a, b)\), then there is at least one point \( c \in (a, b) \) such that

\[
f'(c) = \frac{f(b) - f(a)}{b - a}.
\]

**Proof.** If we subtract from \( f \) the function whose graph is the line joining \((a, f(a))\) to \((b, f(b))\), the result is the function \( s \), where

\[
s(x) = f(x) - f(a) - \frac{f(b) - f(a)}{b - a}(x - a).
\]

The function \( s \) is also continuous on \([a, b]\) and differentiable on \((a, b)\). By Theorem 3.2.1, \( s \) assumes both a maximum value and a minimum value on \([a, b]\). However,

\[
s(a) = s(b) = 0,
\]

and so \( s \) is either identically zero or it assumes a non-zero maximum or a non-zero minimum on \((a, b)\). In each of these cases, \( s \) has a critical point in \((a, b)\). Let \( c \) be such a critical point. Since \( s \) is differentiable on \((a, b)\), \( c \) must be a point at which \( s' \) is 0. Thus,

\[
s'(c) = f'(c) - \frac{f(b) - f(a)}{b - a} = 0,
\]

which implies that \( c \) satisfies (4.3.1).

The Mean Value Theorem has a wide variety of applications. Many of the frequently used facts that we take for granted in calculus are direct consequences of this theorem. It is also used to prove many new facts that go beyond standard calculus material.
Functions with Vanishing Derivative

**Theorem 4.3.3.** If $f$ is a differentiable function on an open interval $(a, b)$ and $f'$ is identically 0 on $(a, b)$, then $f$ is a constant.

**Proof.** Let $x, y$ be any two points of $(a, b)$ with $x < y$. Then the Mean Value Theorem implies that there is a number $c$ between $x$ and $y$ such that

$$f'(c) = \frac{f(y) - f(x)}{y - x}.$$

Since $f'(c) = 0$, this implies that $f(x) - f(y) = 0$, or $f(x) = f(y)$. Thus, $f$ has the same value at any two points of $(a, b)$ and this means that it is constant.  

**Corollary 4.3.4.** If $f$ and $g$ are differentiable functions on $(a, b)$ and $f'(x) = g'(x)$ for all $x \in (a, b)$, then there is a constant $c$ such that $f(x) = g(x) + c$ on $(a, b)$.

**Proof.** We apply the previous theorem to $f - g$.

Another way to say this corollary is: If a function $h$ has an antiderivative on $(a, b)$, then any two of its antiderivatives differ by a constant. We use this fact all the time in integration theory.

Monotone Functions

**Theorem 4.3.5.** If $f$ is a function which is continuous on a closed interval $[a, b]$ and differentiable on the open interval $(a, b)$, then $f$ is strictly increasing on $[a, b]$ if $f'(x) > 0$ for all $x \in (a, b)$, while $f$ is strictly decreasing on $[a, b]$ if $f'(x) < 0$ for all $x \in (a, b)$.

**Proof.** If $x$ and $y$ are any two points of $[a, b]$ with $x < y$, then the Mean Value Theorem tells us there is a $c \in (x, y) \subset (a, b)$ at which

$$f'(c) = \frac{f(y) - f(x)}{y - x}.$$
Since the denominator is positive, this means that \( f'(c) \) and \( f(y) - f(x) \) have the same sign. This implies that \( f \) is strictly increasing (resp. decreasing) on \([a, b]\) if \( f'(c) \) is positive (resp. negative) for all \( c \in (a, b) \). \( \square \)

This is the basis for the familiar graphing technique which uses the sign of the derivative of \( f \) to determine intervals on which \( f \) is increasing or decreasing.

The converse of Theorem 4.3.5 is not true, since a function which is strictly increasing on an interval \((a, b)\) can have a derivative that is 0 at some points of \((a, b)\) (for example, \( f(x) = x^3 \) is strictly increasing on \((−\infty, +\infty)\), but its derivative is 0 at 0). However, the following is a partial converse of Theorem 4.3.5. The proof is left to the exercises.

**Theorem 4.3.6.** Let \( f \) be a differentiable function on \((a, b)\). If \( f \) is non-decreasing on \((a, b)\), then \( f'(x) \geq 0 \) for all \( x \in (a, b) \), while if \( f \) is non-increasing on \((a, b)\), then \( f'(x) \leq 0 \) for all \( x \in (a, b) \).

**Example 4.3.7.** Find the intervals on which the function \( f(x) = x^3 - 3x + 5 \) is increasing, decreasing.

**Solution:** The derivative of \( f \) is \( f'(x) = 3x^2 - 3 = 3(x - 1)(x + 1) \). This function is positive for \( x > 1 \) and \( x < -1 \) and is negative for \(-1 < x < 1 \). Thus, by Theorem 4.3.5, \( f \) is increasing on \((−\infty, -1]\) and \([1, +\infty)\) and it is decreasing on \([-1, 1]\).

**Example 4.3.8.** Prove that \( \sin x < x \) for all \( x > 0 \).

**Solution:** Let \( f(x) = x - \sin x \). Then \( f(0) = 0 \) and \( f'(x) = 1 - \cos x \geq 0 \) for all \( x \). In fact, \( f'(x) > 0 \) except at multiples of \( 2\pi \), By Theorem 4.3.5, \( f \) is increasing on \([0, 2\pi]\). Since it is 0 at \( x = 0 \), it must be positive on \((0, 2\pi]\). Thus, \( \sin x < x \) for \( x \in (0, 2\pi] \). It is obvious that \( \sin x < x \) for \( x > 2\pi \) (since \( \sin x \leq 1 \) for all \( x \)).

**Uniform Continuity**

We know that a continuous function on a closed, bounded interval \( I \) is uniformly continuous. If the interval \( I \) is not closed or not bounded, then continuous functions on \( I \) need not be uniformly continuous. However, we have the following application of the Mean Value Theorem:

**Theorem 4.3.9.** If \( f \) is a differentiable function on a (possibly infinite) open interval \((a, b)\), and if \( f' \) is bounded on \((a, b)\), then \( f \) is uniformly continuous on \((a, b)\).

**Proof.** Let \( M \) be an upper bound for \( |f'| \) on \((a, b)\). Then \( |f'(x)| \leq M \) for all \( x \in (a, b) \). By the Mean Value Theorem, if \( x, y \in (a, b) \), then there is a \( c \) between \( x \) and \( y \) such that

\[
\frac{f(x) - f(y)}{x - y} = f'(c).
\]

If we multiply by \( x - y \) and take absolute values, this yields

\[
|f(x) - f(y)| = |f'(c)||x - y| \leq M|x - y|.
\]
Thus, given $\epsilon > 0$, if we choose $\delta = \epsilon/M$, then

$$|f(x) - f(y)| \leq \epsilon \quad \text{whenever} \quad |x - y| < \delta.$$  

This proves that $f$ is uniformly continuous on $(a, b)$. \qed

**Exercise Set 4.3**

1. If $f$ is a continuous function on $[-1, 1]$ which is differentiable on $(-1, 1)$ and satisfies $f(-1) = 0$, $f(0) = 0$, and $f(1) = 1$, then show that $f'$ takes on the values $0, 1/2$, and $1$ on $[-1, 1]$.

2. Prove that $|\sin x - \sin y| \leq |x - y|$ for all $x, y \in \mathbb{R}$.

3. If $r > 0$ prove that $\ln y - \ln x \leq \frac{y - x}{r}$ if $r \leq x \leq y$.

4. Suppose $f$ is a continuous function on $[0, \infty)$ which is differentiable on $(0, \infty)$. If $f(0) = 0$ and $|f'(x)| \leq M$ for all $x \in (0, \infty)$, then prove that $|f(x)| \leq Mx$ on $[0, \infty)$.

5. Prove that if $f$ is a differentiable function on $(0, \infty)$ and $f$ and $f'$ both have finite limits at $\infty$, then $\lim_{x \to \infty} f'(x) = 0$. Hint: apply the mean value theorem to $f$ for large values of $a$ and $b$.

6. If $f(x) = 2x^3 + 3x^2 - 12x + 5$, find the intervals on which $f$ is increasing and those on which it is decreasing.

7. Prove that $\ln x \leq x - 1$ for all $x > 0$. Hint: analyze where $x - 1 - \ln x$ is increasing and where it is decreasing.

8. Find where $e^{-x}x^e$ is increasing and where it is decreasing. Which is bigger $e^x$ or $\pi^e$?


10. Suppose $f$ is a differentiable function on an interval $(a, b)$ and that $f'$ takes on both positive and negative values on $(a, b)$. Prove that $f'$ must take on the value 0 as well. Hint: show that if $f'(x) > 0$ and $f'(y) < 0$ for points $x, y$ with $a < x < y < b$, then the maximum of $f$ on $[x, y]$ occurs at some point strictly between $x$ and $y$; the same argument will show that if $f'(x) < 0$ and $f'(y) > 0$, then the minimum of $f$ on $[x, y]$ occurs at a point strictly between $x$ and $y$.

11. Use the result of the previous exercise to show that, if $f$ is differentiable on $(a, b)$ and $f'$ takes on two values $c$ and $d$ on $(a, b)$, then it take on every value between $c$ and $d$. This is the Intermediate Value Theorem for Derivatives.
12. Let \( f \) be differentiable on \( \mathbb{R} \). Prove that, if there is an \( r < 1 \) such that \(|f'(x)| \leq r\) for all \( x \in \mathbb{R} \), then \(|f(x) - f(y)| \leq r|x - y|\) for all \( x, y \in \mathbb{R} \). A function with this property is called a **contraction mapping**.

13. Let \( f \) satisfy the conditions of the previous exercise. Show there is a fixed point for \( f \) – that is, an \( x \in \mathbb{R} \) such that \( f(x) = x \). Hint: construct a sequence \( \{x_n\} \) inductively by setting \( x_1 = 0 \) and \( x_{n+1} = f(x_n) \). Show that this sequence is Cauchy and that it converges to a fixed point for \( f \).

14. Prove that if \( f \) is increasing on \([a, b]\) and on \([b, c]\), then \( f \) is also increasing on \([a, c]\).

15. The following is a partial converse to Theorem 4.3.9: Prove that if \( f \) is differentiable on \( a \), possibly infinite, interval \((a, b)\) and if \( \lim_{x \to b} f'(x) = \infty \), then \( f \) is not uniformly continuous on \((a, b)\). The same conclusion holds if \( \lim_{x \to a} f'(x) = \infty \).

16. Show that \( \ln x \) is uniformly continuous on \([1, \infty)\), but not on \((0, 1]\).

### 4.4 L'Hôpital’s Rule

In this section we prove the familiar L'Hôpital’s Rule – a tool from calculus, useful in calculating limits of indeterminate forms. It has two forms, depending on whether the indeterminate form is of type \(0/0\) or of type \(\infty/\infty\). The proof uses the following generalization of the Mean Value Theorem.

**Cauchy’s Mean Value Theorem**

**Theorem 4.4.1.** Let \( f \) and \( g \) be functions which are continuous on a closed, bounded interval \([a, b]\) and differentiable on \((a, b)\). Assume that \( g'(x) \neq 0 \) for all \( x \in (a, b) \). Then there exists \( c \in (a, b) \) such that

\[
\frac{f(b) - f(a)}{g(b) - g(a)} = \frac{f'(c)}{g'(c)}. \tag{4.4.1}
\]

**Proof.** We begin by observing that \( g \) is strictly monotone on \([a, b]\). This follows from the fact that \( g' \) is never 0 on \((a, b)\). If it is never 0, then it cannot take on both positive and negative values on \((a, b)\) (Exercise 4.4.10). Thus, it is always positive or always negative, and this implies that it is strictly monotone on \([a, b]\). In particular, \( g(b) \neq g(a) \).

The proof now follows the same strategy as the proof of the ordinary Mean Value Theorem (Theorem 4.3.2). The only difference is that \( x - a \) and \( b - a \) are replaced by \( g(x) - g(a) \) and \( g(b) - g(a) \) in the definition of the function \( s \). Thus, we set

\[
s(x) = f(x) - f(a) - \frac{f(b) - f(a)}{g(b) - g(a)}(g(x) - g(a)).
\]
Note that \( s \) is continuous on \([a, b]\) and differentiable on \((a, b)\). By Theorem 3.2.1, \( s \) assumes both a maximum value and a minimum value on \([a, b]\). However,

\[ s(a) = s(b) = 0, \]

and so \( s \) is either identically zero or it assumes a non-zero maximum or a non-zero minimum on \((a, b)\). In any of these cases, \( s \) has a critical point in \((a, b)\). Let \( c \) be such a critical point. Since \( s \) is differentiable on \((a, b)\), \( c \) must be a point at which \( s' \) is 0. Thus,

\[ s'(c) = f'(c) - \frac{f(b) - f(a)}{g(b) - g(a)} g'(c) = 0, \]

which implies that \( c \) satisfies (4.4.1).

**Example 4.4.2.** Prove that \( |\cos x - 1| \leq \frac{x^2}{2} \) for all \( x \).

**Solution:** We use Cauchy’s Mean Value Theorem with \( f(x) = \cos x \) and \( g(x) = x^2 \). It implies that there is \( c \) between 0 and \( x \) such that

\[ \frac{\cos x - 1}{x^2} = \frac{\cos x - \cos 0}{x^2 - 0^2} = \frac{\sin c}{2c}. \]

Since \(|\sin c| \leq |c|\) by Exercise 4.3.2, this implies that

\[ \left| \frac{\cos x - 1}{x^2} \right| \leq \frac{1}{2}, \]

which implies that \( |\cos x - 1| \leq \frac{x^2}{2} \).

**L’Hôpital’s Rule**

The problem of finding

\[ \lim_{x \to 1} \frac{\ln x}{x^2 - 1} \]

cannot be attacked by using the part of the Main Limit Theorem which deals with limits of quotients, because the limit of the denominator is 0. In fact, both numerator and denominator have limit 0. A limit problem of this type is called a 0/0 form.

Similarly, the problem of finding

\[ \lim_{x \to \infty} \frac{e^x}{x^2} \]

cannot be attacked using the limit of quotients part of the Main Limit Theorem. This time the problem is that both numerator and denominator have limit \( +\infty \). A limit problem of this type is called an \( \infty/\infty \) form.

Problems of this type can often be solved by using the following theorem.
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Theorem 4.4.3. (L’Hôpital’s Rule) Let \( f \) and \( g \) be differentiable functions on a (possibly infinite) interval \((a, b)\) and let \( u \) stand for \( a^+ \) or \( b^- \). Suppose, \( g(x) \) and \( g'(x) \) are non-zero on all of \((a, b)\) and

1. \( \lim_{x \to u} f(x) = 0 = \lim_{x \to u} g(x) \), or
2. \( \lim_{x \to u} f(x) = \infty = \lim_{x \to u} g(x) \).

Then

\[
\lim_{x \to u} \frac{f(x)}{g(x)} = \lim_{x \to u} \frac{f'(x)}{g'(x)},
\]

provided the limit on the right exists.

Proof. We will present the proof in the case where \( u = a^+ \) and the limit on the right in (4.4.2) is a finite number \( L \). The case where this limit is infinite can be reduced to the finite case (Exercise 4.4.16). The proof in the case \( u = b^- \) is entirely analogous.

If \( x, y \in (a, b) \), then Cauchy’s Mean Value Theorem tells us that there is a \( c \) between \( x \) and \( y \) such that

\[
f(x) - f(y) = (g(x) - g(y)) \frac{f'(c)}{g'(c)},
\]

or

\[
\frac{f(x)}{g(x)} = \frac{f(y)}{g(x)} + \left(1 - \frac{g(y)}{g(x)}\right) \frac{f'(c)}{g'(c)}
\]

On subtracting \( L \) and performing some algebra, this becomes

\[
\frac{f(x)}{g(x)} - L = \frac{f(y)}{g(x)} + \left(1 - \frac{g(y)}{g(x)}\right) \left(\frac{f'(c)}{g'(c)} - L\right) + L \frac{g(y)}{g(x)}.
\]

On applying the triangle inequality, this yields

\[
\left|\frac{f(x)}{g(x)} - L\right| \leq \left|\frac{f(y)}{g(x)}\right| + \left(1 + \left|\frac{g(y)}{g(x)}\right|\right) \left|\frac{f'(c)}{g'(c)} - L\right| + \left|L \frac{g(y)}{g(x)}\right|.
\]

Given \( \epsilon > 0 \), we will show how to make each of the terms on the right in this inequality be less than \( \epsilon/3 \) by choosing \( x \) sufficiently close to \( a \).

At this point the proof splits into two cases, depending on whether hypothesis (1) or (2) holds. If (1) holds, then since \( \lim_{x \to a^+} f'(x)/g'(x) = L \), Definition 4.1.6 tells us there is an \( m \in (a, b) \) so that

\[
\left|\frac{f'(c)}{g'(c)} - L\right| < \epsilon/6
\]

whenever \( a < c < m \). This condition will be satisfied if \( x \) is any number with \( a < x < m \) and \( y \) any number with \( a < y < x \) (since \( c \) is between \( x \) and \( y \)).
Now, given any $x$, we can choose a $y$ (depending on $x$) so that $a < y < x$ and
\[
\frac{|f(y)|}{g(x)} < \frac{\epsilon}{3}, \quad \text{and} \quad \frac{|g(y)|}{g(x)} < \min \left(1, \frac{\epsilon}{3|L|}\right). \tag{4.4.5}
\]
This is possible because $\lim_{y \to a^+} f(y) = 0 = \lim_{y \to a^+} g(y)$ holds by hypothesis (1). Taken together, inequalities (4.4.3) through (4.4.6) imply that
\[
\left| \frac{f(x)}{g(x)} - L \right| < \epsilon \quad \text{whenever} \quad a < x < m.
\]
This implies that $\lim_{x \to a^+} \frac{f(x)}{g(x)} = L$ and completes the proof in the case where (1) holds.

In the case where hypothesis (2) holds, the proof is almost the same. We still use (4.4.3), but the order in which $x$, $y$, and $m$ are chosen changes and $x$ and $y$ reverse positions in the interval $(a, b)$. We first choose $y$ such that (4.4.4) holds whenever $a < c < y$. This is possible because $\lim_{c \to a^+} f'(c)/g'(c) = L$.

We then choose $m \in (a, y)$ in such a way that (4.4.5) and (4.4.6) hold whenever $a < x < m$. This is possible because $\lim_{x \to a^+} g(x) = \infty$ holds by hypothesis (2). Because $m < y$, such a choice of $x$ will force $x < y$ and, hence, $c < y$ (again, since $c$ is between $x$ and $y$).

As before, inequalities (4.4.3) through (4.4.6) imply that
\[
\left| \frac{f(x)}{g(x)} - L \right| < \epsilon \quad \text{whenever} \quad a < x < m.
\]
This implies that $\lim_{x \to a^+} \frac{f(x)}{g(x)} = L$ and completes the proof in the case where (2) holds.

**Example 4.4.4.** Find $\lim_{x \to 1} \frac{\ln x}{x^2 - 1}$.

**Solution:** This is a $0/0$ form since $\lim_{x \to 1} \ln x = 0 = \lim_{x \to 1} (x^2 - 1)$. If we differentiate numerator and denominator, and take the limit of the resulting fraction, we get
\[
\lim_{x \to 1} \frac{1/x}{2x} = \frac{1}{2}.
\]
We conclude that
\[
\lim_{x \to 1} \frac{\ln x}{x^2 - 1} = \frac{1}{2}
\]
as well.

**Example 4.4.5.** Find $\lim_{x \to \infty} \frac{x^2}{e^x}$. 

\[\]
4.4. L’HÔPITAL’S RULE

Solution: This is an $\infty/\infty$ form since $\lim_{x \to \infty} e^x = \infty = \lim_{x \to \infty} x^2$. If we differentiate numerator and denominator, and take the limit of the resulting fraction, we get

$$\lim_{x \to \infty} \frac{2x}{e^x}.$$  

This is still an $\infty/\infty$ form. If we again differentiate numerator and denominator and pass to the limit, we get

$$\lim_{x \to \infty} \frac{2}{e^x} = 0.$$ 

We conclude from L’Hôpital’s Rule that

$$\lim_{x \to \infty} \frac{2x}{e^x} = 0,$$

and, hence, that

$$\lim_{x \to \infty} \frac{x^2}{e^x} = 0.$$ 

Example 4.4.6. Find $\lim_{n \to \infty} (1 + r/n)^n$.

Solution: This is the limit of a sequence. However, we may compute this limit by replacing the integer valued variable $n$ with the real valued variable $x$. If we find that $\lim_{x \to \infty} (1 + r/x)^x$ has a limit, then $\lim_{n \to \infty} (1 + r/n)^n$ must have the same limit.

We set $f(x) = (1 + r/x)^x$ and $g(x) = \ln(f(x)) = x \ln(1 + r/x)$. Then

$$\lim_{x \to \infty} g(x) = \lim_{y \to 0} g(1/y) = \lim_{y \to 0} \frac{\ln(1 + ry)}{y}.$$ 

This is a $0/0$ form and L’Hôpital’s Rule implies that this limit is

$$\lim_{y \to 0} \frac{r}{1 + ry} = r.$$ 

Then

$$\lim_{x \to \infty} f(x) = \lim_{x \to \infty} e^{g(x)} = e^r.$$ 

by Theorem 4.1.12.

Exercise Set 4.4

1. Prove that if $r > 0$ and $x > 1$, then $\ln x \leq \frac{x^r - 1}{r}$. Hint: use Cauchy’s form of the Mean Value Theorem with $f(x) = \ln x$ and $g(x) = x^r$.

2. Prove that $|\sin x - x| \leq \frac{1}{6}|x|^3$.

3. Prove that $1 + x^2 \leq e^{x^2}$ for all $x \in \mathbb{R}$.
4. If $f$ is a function which is differentiable on an open interval $I$ containing 0 and if $f(0) = 0$, then prove that there is a $c$ between 0 and $x$ at which

$$f(x) = \frac{f'(c) x^n}{c^{n-1}}.$$ 

Hint: apply the Cauchy Mean Value Theorem to $f(x)$ and $g(x) = x^n$.

5. Use the previous exercise and induction to prove that if $f$ is $n$-times differentiable on an open interval $I$ containing 0 and if the $k$th derivative, $f^{(k)}$ of $f$ is 0 at 0 for $k = 0, 1, \ldots, n-1$, then there is a $c$ between 0 and $x$ at which

$$f(x) = \frac{f^{(n)}(c) x^n}{n!}.$$ 

Find each of the following limits if they exist:

6. $\lim_{x \to \infty} \frac{\ln x}{x^r}$ where $r > 0$.

7. $\lim_{x \to 0} x \ln x$.

8. $\lim_{x \to 0} \frac{\sin x - x}{x^3}$.

9. $\lim_{x \to 0} \frac{1 + \cos x}{x^2}$.

10. $\lim_{x \to 0} x^x$.

11. $\lim_{x \to \infty} x^{1/x}$.

12. $\lim_{x \to \infty} (\sqrt{x + 1} - \sqrt{x})$.

13. $\lim_{n \to \infty} \frac{\ln n}{\sqrt{n}}$.

14. Let $f$ be a differentiable function on $(0, \infty)$. Prove that if $\lim_{x \to \infty} f(x) = \infty$ and $\lim_{x \to \infty} f'(x) = L$, then

$$\lim_{x \to \infty} \frac{e^{f(x)}}{\int_0^x e^{f(t)} \, dt} = L.$$ 

15. Let $f$ be a differentiable function on an interval of the form $(a, \infty)$. Prove that if there is a number $r \neq 0$ such that $\lim_{x \to \infty} (r f'(x) + f(x)) = L$ is finite, then $\lim_{x \to \infty} f'(x) = 0$ and $\lim_{x \to \infty} f(x) = L$. Hint: apply L'Hôpital's Rule to $e^{\frac{r}{x}} f(x)$.

16. Finish the proof of Theorem 4.4.3 by showing that if the theorem is true whenever $\lim_{x \to u} f'(x)/g'(x)$ is finite, then it is also true whenever this limit is infinite.
Chapter 5

The Integral

In this chapter we define the Riemann integral and develop its most important properties. We also prove the Fundamental Theorem of Calculus and discuss improper integrals.

5.1 Definition of the Integral

If \([a, b]\) is a closed, bounded interval, then a **partition** \(P\) of \([a, b]\) is a finite, ordered set of points

\[ P = \{a = x_0 < x_1 < \cdots < x_n = b\} \]

of \([a, b]\), beginning with \(a\) and ending with \(b\). Such a set of points has the effect of dividing \([a, b]\) into a collection of \(n\) subintervals

\[ [x_0, x_1], [x_1, x_2], \ldots, [x_{n-1}, x_n]. \]

Given a partition \(P\), as above, of \([a, b]\) and a bounded function \(f\), defined on \([a, b]\), a **Riemann Sum** for \(f\) and \(P\) on \([a, b]\) is a sum of the form

\[ \sum_{k=1}^{n} f(\bar{x}_k)(x_k - x_{k-1}) \quad (5.1.1) \]

where, for each \(k\), \(\bar{x}_k\) is some point in the interval \([x_{k-1}, x_k]\). For each \(k\), the term \(f(\bar{x}_k)(x_k - x_{k-1})\) represents the area (or minus the area, if \(f(\bar{x}_k) < 0\)) of a rectangle with width \(x_k - x_{k-1}\) and with height \(|f(\bar{x}_k)|\) (see Figure 5.1).

In calculus, the Riemann Integral of \(f\) is defined as a limit of Riemann sums, although how this limit is defined and how one shows that it actually exists for a reasonable class of functions are things that are usually left for a more advanced course. This is that course.

Here we will give a precise definition of the integral and prove that it exists for a large class of functions on \([a, b]\). In particular, we will prove that the integral of every continuous function on \([a, b]\) exists.
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Upper and Lower Sums

Given a partition \( P = \{a = x_0 < x_1 < \cdots < x_n = b\} \) of \([a, b]\) and a bounded function \( f \) on \([a, b]\), we can write down two sums which have every Riemann sum for this partition and this function trapped in between them. These are the upper and lower sums for \( P \) and \( f \):

**Definition 5.1.1.** Given a partition \( P \) and function \( f \), as above, for \( k = 1, \cdots, n \), we set

\[
M_k = \sup\{ f(x) : x \in [x_{k-1}, x_k] \} \quad \text{and} \quad m_k = \inf\{ f(x) : x \in [x_{k-1}, x_k] \}.
\]

Then the upper sum for \( f \) and \( P \) is

\[
U(f, P) = \sum_{k=1}^{n} M_k(x_k - x_{k-1}), \quad (5.1.2)
\]

while the lower sum for \( f \) and \( P \) is

\[
L(f, P) = \sum_{k=1}^{n} m_k(x_k - x_{k-1}). \quad (5.1.3)
\]

Now, for any choice of \( \bar{x}_k \in [x_{k-1}, x_k] \), we have

\[
m_k \leq f(\bar{x}_k) \leq M_k.
\]

This inequality remains true if we multiply through by the positive number \((x_k - x_{k-1})\). On summing the resulting inequalities, we conclude that

\[
L(f, P) \leq \sum_{k=1}^{n} f(\bar{x}_k)(x_k - x_{k-1}) \leq U(f, P). \quad (5.1.4)
\]

Thus, the upper sum \( U(f, P) \) is an upper bound for all Riemann sums for \( f \) and \( P \) and the lower sum is a lower bound for all these sums. In fact, it is not hard to prove that \( U(f, P) \) is the least upper bound for all Riemann sums for \( f \) and \( P \), while \( L(f, P) \) is the greatest lower bound of this set (Exercise 5.1.6).
Example 5.1.2. Find the upper sum and lower sum for the function \( f(x) = x^2 \) and the partition \( P = \{ 0 < 1/4 < 1/2 < 3/4 < 1 \} \) of the interval \([0, 1] \).

**Solution:** The function \( f \) is increasing on \([0, 1]\) and so its sup on each subinterval is achieved at the right endpoint of the interval and its inf is achieved at the left endpoint. Thus,

\[
L(f, P) = 0(1/4 - 0) + 1/16(1/2 - 1/4) + 1/4(3/4 - 1/2) + 9/16(1 - 3/4) = \frac{7}{32}
\]

while

\[
U(f, P) = 1/16(1/4 - 0) + 1/4(1/2 - 1/4) + 9/16(3/4 - 1/2) + 1(1 - 3/4) = \frac{15}{32}.
\]

Refinement of Partitions

It is useful to think of a partition of \([a, b]\) as simply a finite subset of \([a, b]\) that contains \( a \) and \( b \). The elements of this finite set are then given labels \( x_0, x_1, \ldots, x_n \) which are consistent with the order in which these elements occur in \([a, b]\). Thus, \( a = x_0 < x_1 < \cdots < x_n = b \). To think of partitions as subsets of \([a, b]\) allows us to use set theoretic relations and operations such as “\( \subset \)” and “\( \cup \)” on them.

**Definition 5.1.3.** Let \( P \) and \( Q \) be partitions of a closed bounded interval \([a, b]\). Then we say that \( Q \) is a refinement of \( P \) if \( P \subset Q \).

For example, the partition \( 0 < 1/4 < 1/3 < 1/2 < 2/3 < 3/4 < 1 \) is a refinement of the partition \( 0 < 1/4 < 1/2 < 3/4 < 1 \).

**Theorem 5.1.4.** Let \( f \) be a bounded function on a closed bounded interval \([a, b]\). If \( Q \) and \( P \) are partitions of \([a, b]\) and \( Q \) is a refinement of \( P \), then

\[
L(f, P) \leq L(f, Q) \leq U(f, Q) \leq U(f, P).
\]

**Proof.** We will prove this in the case where \( Q \) is obtained from \( P \) by adding just one additional point to \( P \). The general case then follows from this using an induction argument on the number of additional points needed to get from \( P \) to \( Q \) (Exercise 5.1.7).

Suppose \( P = \{ a = x_0 < x_1 < \cdots < x_n = b \} \) and \( Q \) is obtained by adding one point \( y \) to \( P \). Suppose this new point lies between \( x_{j-1} \) and \( x_j \). Then, in passing from \( P \) to \( Q \), the subinterval \([x_{j-1}, x_j]\) is cut into the two subintervals \([x_{j-1}, y]\) and \([y, x_j]\), while all other subintervals \([x_{k-1}, x_k]\) \((k \neq j)\) remain the same. Thus, in the formulas (5.1.2) and (5.1.1) for the upper and lower sums, the terms for which \( k \neq j \) are unchanged when we pass from \( P \) to \( Q \). To prove the theorem, we just need to analyze what happens to the \( j \)-th terms in (5.1.2) and (5.1.1) when \( P \) is replaced by \( Q \).
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With $m_j$ and $M_j$ as in Definition 5.1.1 for the partition $P$, we set

$$m'_j = \inf \{ f(x) : x \in [x_{j-1}, y] \}, \quad M'_j = \sup \{ f(x) : x \in [x_{j-1}, y] \},$$

$$m''_j = \inf \{ f(x) : x \in [y, x_j] \}, \quad M''_j = \sup \{ f(x) : x \in [y, x_j] \}.$$

Then $m_j = \min \{ m'_j, m''_j \}$ and $M_j = \max \{ M'_j, M''_j \}$, and so

$$m_j(x_j - x_{j-1}) = m_j(y - x_{j-1}) + m_j(x_j - y) \leq m'_j(y - x_{j-1}) + m''_j(x_j - y),$$

while

$$M'_j(y - x_{j-1}) + M''_j(x_j - y) \leq M_j(y - x_{j-1}) + M_j(x_j - y) = M_j(x_j - x_{j-1}).$$

Now (5.1.5) follows from this and the fact that the other terms in the sums defining $U(f, P)$ and $L(f, P)$ are unchanged when $P$ is replaced by $Q$. $\square$

Note that any two partitions $P$ and $Q$ of an interval $[a, b]$ have a common refinement. In fact, the set theoretic union $P \cup Q$ is a common refinement of $P$ and $Q$. This, together with the preceding result leads to the following theorem, which says that every lower sum is less than or equal to every upper sum.

**Theorem 5.1.5.** If $P$ and $Q$ are any two partitions of a closed bounded interval $[a, b]$ and $f$ is a bounded function on $[a, b]$, then

$$L(f, P) \leq U(f, Q).$$

**Proof.** We simply apply the previous theorem to $P$ and its refinement $P \cup Q$ and to $Q$ and its refinement $P \cup Q$. This yields

$$L(f, P) \leq L(f, P \cup Q) \leq U(f, P \cup Q) \leq U(f, Q).$$

$\square$

**The Integral**

Given a closed bounded interval $[a, b]$ and a bounded function $f$ on $[a, b]$, we set

$$U^b_a(f) = \inf \{ U(f, Q) : Q \text{ a partition of } [a, b] \},$$

$$L^b_a(f) = \sup \{ L(f, Q) : Q \text{ a partition of } [a, b] \}.$$ 

Theorem 5.1.5 says that every lower sum for $f$ is less than or equal to every upper sum for $f$. Thus, each upper sum $U(f, P)$ is an upper bound for the set of all lower sums. Hence, it is at least as large as the least upper bound of this set; that is

$$L^b_a(f) \leq U(f, P) \text{ for all partitions } P \text{ of } [a, b].$$
This, in turn, means that \( L^b_a(f) \) is a lower bound for the set of all upper sums and, hence, is less than or equal to the greatest lower bound of this set. That is,

\[
L^b_a(f) \leq U^b_a(f).
\]

**Definition 5.1.6.** With \( f, [a, b], U^b_a(f), \) and \( L^b_a(f) \) as in the above discussion, we call \( L^b_a(f) \) the **lower integral** and \( U^b_a(f) \) the **upper integral** of \( f \) on \([a, b] \). If the two are equal, we say that \( f \) is **integrable** on \([a, b] \) or that the Riemann Integral of \( f \) on \([a, b] \) exists. Its value is then the common value of \( U^b_a(f) \) and \( L^b_a(f) \) and is denoted by

\[
\int_a^b f(x) \, dx.
\]

**Theorem 5.1.7.** The Riemann Integral of \( f \) on \([a, b] \) exists if and only if, for each \( \epsilon > 0 \), there is a partition \( P \) of \([a, b] \) such that

\[
U(f, P) - L(f, P) < \epsilon.
\] (5.1.6)

**Proof.** Suppose the integral exists. Then

\[
\sup_P L(f, P) = L^b_a(f) = U^b_a(f) = \inf_P U(f, P),
\]

where \( P \) ranges over all partitions of \([a, b] \). Thus, given \( \epsilon > 0 \), the number \( L^b_a(f) - \epsilon/2 \) is not an upper bound for the set of all \( L(f, P) \) and the number \( U^b_a(f) + \epsilon/2 \) is not a lower bound for the set of all \( U(f, P) \). This means there are partitions \( Q_1 \) and \( Q_2 \) of \([a, b] \) such that

\[
L^b_a(f) - \epsilon/2 < L(f, Q_1) \leq U(f, Q_2) < U^b_a(f) + \epsilon/2.
\]

If \( P \) is a common refinement of \( Q_1 \) and \( Q_2 \), then Theorem 5.1.4 implies that

\[
L^b_a(f) - \epsilon/2 < L(f, Q_1) \leq L(f, P) \leq U(f, P) \leq U(f, Q_2) < U^b_a(f) + \epsilon/2.
\]

Since \( L^b_a(f) = U^b_a(f) \), this implies that (5.1.6) holds.

Conversely, suppose that for each \( \epsilon > 0 \) there is a partition \( P \) such that (5.1.6) holds. Then

\[
L(f, P) \leq L^b_a(f) \leq U^b_a(f) \leq U(f, P)
\]

implies that

\[
U^b_a(f) - L^b_a(f) \leq U(f, P) - L(f, P) < \epsilon.
\]

This means that \( 0 \leq U^b_a(f) - L^b_a(f) < \epsilon \) for every positive \( \epsilon \), which is possible only if \( U^b_a(f) - L^b_a(f) = 0 \). Thus, \( U^b_a(f) = L^b_a(f) \).

The above theorem leads to a sequential characterization of the Riemann Integral which will be highly useful in proving theorems about the integral.
Theorem 5.1.8. The Riemann Integral exists if and only if there is a sequence \{P_n\} of partitions of [a, b] such that
\[
\lim(U(f, P_n) - L(f, P_n)) = 0. \tag{5.1.7}
\]
In this case,
\[
\int_a^b f(x) \, dx = \lim_{n \to \infty} S_n(f)
\]
where, for each \(n\), \(S_n(f)\) may be chosen to be \(U(f, P_n)\), \(L(f, P_n)\) or any Riemann sum (5.1.1) for \(f\) and the partition \(P_n\).

Proof. If, for every \(\epsilon > 0\), we can find a partition \(P\) of \([a, b]\) such that (5.1.6) holds, then, in particular, for each \(n \in \mathbb{N}\) we can find a partition \(P_n\) such that
\[
U(f, P_n) - L(P_n) < 1/n.
\]
Then \(\lim(U(f, P_n) - L(f, P_n)) = 0\).

Conversely, if there is a sequence of partitions \(\{P_n\}\) with
\[
\lim(U(f, P_n) - L(f, P_n)) = 0,
\]
then, given \(\epsilon > 0\), there is an \(N\) such that
\[
U(f, P_n) - L(f, P_n) < \epsilon \quad \text{whenever} \quad n > N.
\]
By the previous theorem, this implies that the Riemann integral exists.

Now given a sequence \(\{P_n\}\) satisfying (5.1.7), we know that
\[
L(f, P_n) \leq \int_a^b f(x) \, dx \leq U(f, P_n)
\]
for each \(n\). It follows that the sequences \(\{L(f, P_n)\}\) and \(\{U(f, P_n)\}\) both converge to \(\int_a^b f(x) \, dx\). However, by (5.1.4), we also have
\[
L(f, P_n) \leq S_n(f) \leq U(f, P_n)
\]
if \(S_n(f)\) is any Riemann sum for \(f\) and the partition \(P_n\) or is \(U(f, P_n)\) or \(L(f, P_n)\). By the squeeze principle (Theorem 2.3.3), we conclude
\[
\int_a^b f(x) \, dx = \lim_{n \to \infty} S_n(f).
\]

Example 5.1.9. Prove that the Riemann Integral of \(f(x) = x^2\) on \([0, 1]\) exists and is equal to \(1/3\).
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Solution: The function is increasing and so its sup on any interval is achieved at the right endpoint and its inf is achieved at the left endpoint. For each \( n \in \mathbb{N} \) we define a partition \( P_n \) of \([0, 1]\) by

\[
P_n = \{0 < 1/n < 2/n < \cdots < n/n = 1\}.
\]

This divides \([0, 1]\) into \( n \) subintervals, each of which has length \( 1/n \). The corresponding upper sum is then

\[
U(f, P_n) = \sum_{k=1}^{n} \left( \frac{k}{n} \right)^2 \frac{1}{n} = \frac{1}{n^3} \sum_{k=1}^{n} k^2,
\]

while the lower sum is

\[
L(f, P_n) = \sum_{k=1}^{n} \left( \frac{k-1}{n} \right)^2 \frac{1}{n} = \frac{1}{n^3} \sum_{k=0}^{n-1} k^2.
\]

The difference is

\[
U(f, P_n) - L(f, P_n) = \frac{n^2}{n^3} = \frac{1}{n}.
\]

This sequence certainly has limit 0 and so, by Theorem 5.1.8, the Riemann Integral exists. To find what it is, we need a formula for the sum \( \sum_{k=1}^{n} k^2 \). Such a formula exists. In fact, it can be proved by induction (Exercise 5.1.3) that

\[
\sum_{k=1}^{n} k^2 = \frac{n(n + 1)(2n + 1)}{6}.
\]

Thus,

\[
U(f, P_n) = \frac{n(n + 1)(2n + 1)}{6n^3} = \frac{(1 + 1/n)(2 + 1/n)}{6}.
\]

This expression has limit 1/3 as \( n \to \infty \) and so \( \int_{0}^{1} x^3 \, dx = 1/3 \).

Exercise Set 5.1

1. Find the upper sum \( U(f, P) \) and lower sum \( L(f, P) \) if \( f(x) = 1/x \) on \([1, 2]\) and \( P \) is the partition of \([1, 2]\) into four subintervals of equal length.

2. Prove that \( \int_{0}^{1} x \, dx \) exists by computing \( U(f, P_n) \) and \( L(f, P_n) \) for the function \( f(x) = x \) and a partition \( P_n \) of \([0, 1]\) into \( n \) equal subintervals. Then show that condition (5.1.7) of Theorem 5.1.8 is satisfied. Calculate the integral by taking the limit of the upper sums. Hint: use Exercise 1.2.3.

3. Prove by induction that

\[
\sum_{k=1}^{n} k^2 = \frac{n(n + 1)(2n + 1)}{6}.
\]
4. Prove that \( \int_{0}^{a} x^2 \, dx = \frac{a^3}{3} \) by expressing this integral as a limit of Riemann sums and finding the limit.

5. Let \( f \) be the function on \([0, 1]\) which is 0 at every rational number and is 1 at every irrational number. Is this function integrable on \([0, 1]\). Prove that your answer is correct by using the definition of the integral.

6. Prove that the upper sum \( U(f, P) \) for a partition of \([a, b]\) and a bounded function \( f \) on \([a, b]\) is the least upper bound of the set of all Riemann sums for \( f \) and \( P \).

7. Finish the proof of Theorem 5.1.4 by showing that if the theorem is true when only one element is added to \( P \) to obtain \( Q \), then it is also true no matter how many elements need to be added to \( P \) to obtain \( Q \).

8. Suppose \( m \) and \( M \) are lower and upper bounds for \( f \) on \([a, b]\); that is \( m \leq f(x) \leq M \) for all \( x \in [a, b] \). Prove that
\[
m(b - a) \leq L_{a}^{b}(f) \leq U_{a}^{b}(f) \leq M(b - a).
\]
What conclusion about \( \int_{a}^{b} f(x) \, dx \) do you draw from this if the integral exists?

9. If \( k \) is a constant and \([a, b]\) a bounded interval, prove that \( k \) is integrable on \([a, b]\) and
\[
\int_{a}^{b} k \, dx = k(b - a).
\]

10. Suppose \( f \) is any non-decreasing function on a bounded interval \([a, b]\). If \( P_n \) is the partition of \([a, b]\) into \( n \) equal subintervals, show that
\[
U(f, P_n) - L(f, P_n) = (f(b) - f(a)) \frac{b - a}{n}.
\]
What do you conclude about the integrability of \( f \)?

5.2 Existence and Properties of the Integral

We first show that the integral exists for a large class of functions, a class which includes all the functions of interest to us in this course. We then show that the integral has the properties claimed for it in calculus courses.

Existence Theorems

Theorem 5.2.1. If \( f \) is a monotone function on a closed bounded interval \([a, b]\), then \( f \) is integrable on \([a, b]\).
5.2. EXISTENCE AND PROPERTIES OF THE INTEGRAL

Proof. This was essentially stated as an exercise (Exercise 5.1.10) in the previous section. In this exercise, it is claimed that, if \( f \) is a non-decreasing function on \([a, b]\) and \( P_n \) is the partition of \([a, b]\) into \( n \) equal subintervals, then

\[
U(f, P_n) - L(f, P_n) = (f(b) - f(a)) \frac{b-a}{n}.
\]

This implies that

\[
\lim (U(f, P_n) - L(f, P_n)) = 0
\]

and, by Theorem 5.1.8, this implies that the Riemann Integral of \( f \) on \([a, b]\) exists.

In the case where \( f \) is non-increasing, the same proof works. The only difference is that \( f(b) - f(a) \) is replaced by \( f(a) - f(b) \) in (5.2.1).

Theorem 5.2.2. If \( f \) is a continuous function on a closed, bounded interval \([a, b]\), then \( f \) is integrable on \([a, b]\).

Proof. Since \( f \) is continuous on the closed, bounded interval \([a, b]\), it is uniformly continuous on \([a, b]\) by Theorem 3.3.4. Thus, given \( \epsilon > 0 \) there is a \( \delta > 0 \) such that

\[
|f(x) - f(y)| < \frac{\epsilon}{b-a} \quad \text{whenever} \quad |x - y| < \delta.
\]

Then, if \( P = \{a = x_0 < x_1 < \cdots < x_n = b\} \) is any partition of \([a, b]\) with the property that the interval \([x_{k-1}, x_k]\) has length less than \( \delta \) for each \( k \), then the maximum value \( M_k \) of \( f \) on this interval and the minimum value \( m_k \) of \( f \) on this interval differ by less than \( \epsilon/(b-a) \). This implies that

\[
U(f, P) - L(f, P) = \sum_{k=1}^{n} (M_k - m_k)(x_k - x_{k-1}) < \frac{\epsilon}{b-a} \sum_{k=1}^{n} (x_k - x_{k-1}) = \epsilon,
\]

since \( \sum_{k=1}^{n} (x_k - x_{k-1}) = b - a \). It follows from Theorem 5.1.7 that \( f \) is integrable on \([a, b]\). \( \square \)

Linearity of the Integral

In the remainder of this section we adopt the following notation, introduced in Section 1.5 for the sup and inf of a function \( f \) on an interval \( I \):

\[
\sup_I f = \sup \{ f(x) : x \in I \} \quad \text{and} \quad \inf_I f = \inf \{ f(x) : x \in I \}.
\]

The integral is a linear transformation from the space of integrable functions on \([a, b]\) to the real numbers. This just means that the following familiar theorem is true.

Theorem 5.2.3. If \( f \) and \( g \) are integrable functions on a closed, bounded interval \([a, b]\) and \( c \) is a constant, then
(a) $cf$ is integrable and \[ \int_a^b cf(x) \, dx = c \int_a^b f(x) \, dx; \]

(b) $f + g$ is integrable and \[ \int_a^b (f(x) + g(x)) \, dx = \int_a^b f(x) \, dx + \int_a^b g(x) \, dx. \]

**Proof.** We begin by investigating the upper and lower sums for a partition $P = \{a = x_0 < x_1 < \cdots < x_n = b\}$ and the functions $cf$ and $f + g$. We let $I_k = [x_{k-1}, x_k]$ denote the $k$th subinterval determined by this partition.

If $c \geq 0$, then Theorem 1.5.10(a) tells us that
\[ \sup_{I_k} cf = c \sup_{I_k} f \quad \text{and} \quad \inf_{I_k} cf = c \inf_{I_k} f \]
for $k = 1, \ldots, n$. This implies that
\[ U(cf, P) = cU(f, P) \quad \text{and} \quad L(cf, P) = cL(f, P) \quad \text{if} \quad c \geq 0. \quad (5.2.2) \]

On the other hand, by Theorem 1.5.10(b),
\[ \sup_{I_k} (-f) = -\inf_{I_k} f \quad \text{and} \quad \inf_{I_k} (-f) = -\sup_{I_k} f \]
for each $k$. This implies that
\[ U(-f, P) = -U(f, P) \quad \text{and} \quad L(-f, P) = -L(f, P). \quad (5.2.3) \]

For the sum $f + g$, we have
\[ \inf_{I_k} f + \inf_{I_k} g \leq \inf_{I_k} (f + g) \leq \sup_{I_k} (f + g) \leq \sup_{I_k} f + \sup_{I_k} g \]
for each $k$, by 1.5.10(c). These inequalities imply that
\[ L(f, P) + L(g, P) \leq L(f + g, P) \leq U(f + g, P) \leq U(f, P) + U(g, P). \quad (5.2.4) \]

With these results in hand, the proof of the theorem becomes a relatively simple matter. We use Theorem 5.1.8. Since $f$ is integrable, there is a sequence $\{P_n\}$ of partitions of $[a, b]$ such that
\[ \lim(U(f, P_n) - L(f, P_n)) = 0. \quad (5.2.5) \]

If $c \geq 0$, then (5.2.2) implies that
\[ \lim(U(cf, P_n) - L(cf, P_n)) = \lim c(U(f, P_n) - L(f, P_n)) = 0 \]
which implies that $cf$ is integrable. It also follows from (5.2.2) that
\[ \int_a^b cf(x) \, dx = \lim U(cf, P_n) = c \lim U(f, P_n) = c \int_a^b f(x) \, dx. \]
Similarly, using (5.2.3) yields
\[ \lim(U(-f, P_n) - L(-f, P_n)) = \lim(-L(f, P_n) + U(f, P_n)) = 0, \]
which implies that \(-f\) is integrable. It also follows from (5.2.3) that
\[ \int_a^b -f(x) \, dx = \lim U(-f, P_n) = -\lim L(f, P_n) = -\int_a^b f(x) \, dx. \]
Combining these results proves part (a) of the theorem.

Since, \(g\) is also integrable, there is a sequence of partitions \(\{Q_n\}\) such that (5.2.5) holds with \(f\) replaced by \(g\) and \(P_n\) by \(Q_n\). In fact, we may replace \(\{P_n\}\) and \(\{Q_n\}\) by the sequence of common refinements \(\{P_n \cup Q_n\}\) and get a sequence of partitions that works for both \(f\) and \(g\). Since this is so, we may as well assume that \(\{P_n\}\) was chosen in the first place to be a sequence of partitions such that (5.2.5) holds and
\[ \lim(U(g, P_n) - L(g, P_n)) = 0. \]
(5.2.6)

Also holds. Then 5.2.4 implies that
\[ 0 \leq U(f + g, P_n) - L(f + g, P_n) \leq U(f, P_n) - L(f, P_n) + U(g, P_n) - L(g, P_n). \]
Since the expression on the right has limit 0, so does \(U(f + g, P_n) - L(f + g, P_n)\). Hence, \(f + g\) is integrable. Also, on passing to the limit as \(P\) ranges through the sequence of partitions \(P_n\), inequality (5.2.4) implies that
\[ \int_a^b (f(x) + g(x)) \, dx = \int_a^b f(x) \, dx + \int_a^b g(x) \, dx. \]
This completes the proof of part (b) of the theorem.

\[ \square \]

The Order Preserving Property

The integral is order preserving:

**Theorem 5.2.4.** If \(f\) and \(g\) are integrable functions on \([a, b]\) and \(f(x) \leq g(x)\) for all \(x \in [a, b]\), then
\[ \int_a^b f(x) \, dx \leq \int_a^b g(x) \, dx. \]

**Proof.** We first prove that if \(h\) is an integrable function which is non-negative on \([a, b]\), then
\[ \int_a^b h(x) \, dx \geq 0. \]
In fact, this is obvious. If \(h\) is non-negative, then its inf and sup on any subinterval in any partition are also non-negative. This implies that the upper sums \(U(h, P)\) and lower sums \(L(h, P)\) are non-negative for any partition \(P\). Since the integral is greater than or equal to every lower sum, it is non-negative.
To finish the proof, we apply the result of the previous paragraph to the function \( h = g - f \) which is non-negative on \([a, b]\) if \( f(x) \leq g(x) \) for \( x \in [a, b] \). Using linearity (Theorem 5.2.3) we conclude that
\[
\int_a^b g(x) \, dx - \int_a^b f(x) \, dx = \int_a^b (g(x) - f(x)) \, dx \geq 0.
\]
This proves the theorem. \( \square \)

This has the following useful corollary. Its proof is left to the exercises.

**Corollary 5.2.5.** Let \( f \) be an integrable function on the closed bounded interval \( I = [a, b] \) and set \( M = \sup_I f \), and \( m = \inf_I f \). Then
\[
m(b - a) \leq \int_a^b f(x) \, dx \leq M(b - a)
\]

**Theorem 5.2.6.** If \( f \) is integrable on \([a, b]\), then \(|f|\) is also integrable on \([a, b]\) and
\[
\left| \int_a^b f(x) \, dx \right| \leq \int_a^b |f(x)| \, dx.
\]

**Proof.** Let \( f \) be integrable on \([a, b]\). Suppose we can show that \(|f|\) is also integrable on \([a, b]\). To derive the above inequality is then quite easy. The inequalities
\[
-f(b) \leq f(x) \leq f(b)
\]
for all \( x \in [a, b] \). It follows from this (Exercise 5.2.7) that
\[
\sup_I f - \inf_I f = \sup_I |f| - \inf_I |f|.
\]

To complete the proof, we must show that the integrability of \( f \) on \([a, b]\) implies the integrability of \(|f|\).

Let \( I \) be an arbitrary subinterval of \([a, b]\). Then, by the triangle inequality,
\[
|f(x)| - |f(y)| \leq |f(x) - f(y)|
\]
for all \( x, y \in I \). It follows from this (Exercise 5.2.7) that
\[
\sup_I |f| - \inf_I |f| \leq \sup_I f - \inf_I f.
\]

If we apply this as \( I \) ranges over each subinterval in a partition \( P \), the result for the upper and lower sums is
\[
U(|f|, P) - L(|f|, P) \leq U(f, P) - L(f, P).
\]
It now follows from Theorem 5.1.7 that \(|f|\) is integrable on \([a, b]\) if \( f \) is integrable on \([a, b]\). \( \square \)
5.2. EXISTENCE AND PROPERTIES OF THE INTEGRAL

Interval Additivity

Note that, in the following theorem, we do not assume that $f$ is integrable.

**Theorem 5.2.7.** Suppose $a \leq b \leq c$ and $f$ is a bounded function defined on $[a, c]$. Then the upper and lower integrals of $f$ satisfy

$$L_c^c(f) = L_a^b(f) + L_b^c(f) \quad \text{and} \quad U_a^c(f) = U_a^b(f) + U_b^c(f).$$

**Proof.** We will prove the result for the lower integral. The proof for the upper integral is essentially the same.

Let $P = \{a = x_0 \leq x_1 \leq \cdots \leq x_n = c\}$ be a partition of $[a, c]$ which has the point $b$ as its $m$th partition point. Then $P$ determines partitions

$$P' = \{a = x_0 < x_1 < \cdots < x_m = b\} \quad \text{of} \quad [a, b] \quad \text{and} \quad P'' = \{b = x_m < x_{m+1} < \cdots < x_n = c\} \quad \text{of} \quad [b, c].$$

In this case,

$$L(P', f) + L(P'', f) = L(P, f). \quad (5.2.7)$$

Each pair consisting of a partition $P'$ of $[a, b]$ and a partition $P''$ of $[c, d]$ must together to form a partition $P$ of $[a, c]$ of this type. Since $L_c^a$ is the sup of all numbers of the form $L(P, f)$ for $P$ a partition of $[a, c]$, it follows that

$$L(P', f) + L(P'', f) \leq L_c^a(f).$$

On passing to the sup of the numbers on the left of this inequality, Theorem 1.5.7(c) implies that

$$L_b^b(f) + L_b^c(f) \leq L_c^a(f) \quad (5.2.8)$$

On the other hand, each partition $Q$ of $[a, c]$ has a refinement $P = Q \cup \{b\}$ which is of the type described above. That is, $P$ determines partitions $P'$ of $[a, b]$ and $P''$ of $[b, c]$ such that (5.2.7) holds. It follows that

$$L(f, Q) \leq L(f, P) = L(P', f) + L(P'', f) \leq L_b^b(f) + L_b^c(f).$$

On passing to the sup of the numbers on the left, we conclude that

$$L_a^a(f) \leq L_b^b(f) + L_b^c(f) \quad (5.2.9)$$

Combining (5.2.8) and (5.2.9) yields the statement of the theorem in the case of the lower integral. The proof in the case of the upper integral is essentially the same.

This theorem has as a corollary the interval additivity property for the integral. The details of how this corollary follows from the above theorem are left to the exercises.

**Corollary 5.2.8.** With $f$ and $a \leq b \leq c$ as in the previous theorem, $f$ is integrable on $[a, c]$ if and only if it is integrable on $[a, b]$ and on $[b, c]$. In this case,

$$\int_a^c f(x) \, dx = \int_a^b f(x) \, dx + \int_b^c f(x) \, dx.$$
Theorem of the Mean for Integrals

If \( f \) is an integrable function on a bounded interval \([a, b]\), then the mean or average of \( f \) on \([a, b]\) is the number

\[
\frac{1}{b-a} \int_a^b f(x) \, dx.
\]

The following theorem is an easy consequence of the intermediate value theorem. We leave its proof to the exercises.

**Theorem 5.2.9.** If \( f \) is a continuous function on a closed bounded interval \([a, b]\), then there is a point \( c \in [a, b] \) such that

\[
f(c) = \frac{1}{b-a} \int_a^b f(x) \, dx.
\]

**Exercise Set 5.2**

1. Show that if a function \( f \) on a bounded interval can be written in the form \( g - h \) for functions \( g \) and \( h \) which are non-decreasing on \([a, b]\), then \( f \) is integrable on \([a, b]\).

2. Suppose \( f \) is a bounded function on a bounded interval \([a, b]\) and there is a partition \( \{a = x_0 < x_1 < \cdots < x_n = b\} \) of \([a, b]\) such that \( f \) is continuous on each subinterval \((x_{k-1}, x_k)\). Prove that such a function is integrable on \([a, b]\).

3. Prove Corollary 5.2.5.

4. Prove Corollary 5.2.8.

5. Prove that \( 1 \leq \int_{-1}^1 \frac{1}{1+x^{2n}} \, dx \leq 2 \) for all \( n \in \mathbb{N} \).

6. Prove that \( \int_{-1}^1 \frac{x^2}{1+x^{2n}} \, dx \leq 2/3 \) for all \( n \in \mathbb{N} \).

7. If \( f \) is a bounded function defined on an interval \( I \), then prove that

\[
\sup_I |f| - \inf_I |f| \leq \sup_I f - \inf_I f
\]

by using Theorem 1.5.10(d) and the triangle inequality \( |f(x)| - |f(y)| \leq |f(x) - f(y)| \).

8. Prove that if \( f \) is integrable on \([a, b]\) then so is \( f^2 \). Hint: if \( |f(x)| \leq M \) for all \( x \in [a, b] \), then show that

\[
|f^2(x) - f^2(y)| \leq 2M|f(x) - f(y)|.
\]

for all \( x, y \in [a, b] \). Use this to estimate \( U(f^2, P) - L(f^2, P) \) in terms of \( U(f, P) - L(f, P) \) for a given partition \( P \).
9. Prove that if \( f \) and \( g \) are integrable on \([a, b]\), then so is \( fg \). Hint: write \( fg \) as the difference of two squares of functions you know are integrable and then use the previous exercise.

10. Give an example of a function \( f \) such that \(|f|\) is integrable on \([0, 1]\) but \( f \) is not integrable on \([0, 1]\).

11. Prove Theorem 5.2.9.

12. Let \( \{f_n\} \) be a sequence of integrable functions defined on a closed bounded interval \([a, b]\). If \( \{f_n\} \) converges uniformly on \([a, b]\) to a function \( f \), prove that \( f \) is integrable and

\[
\int_a^b f(x) \, dx = \lim_{n \to \infty} \int_a^b f_n(x) \, dx.
\]

13. If \( f \) is a bounded function defined on a closed bounded interval \([a, b]\) and if \( f \) is integrable on each interval \([a, r]\) with \( a < r < b \), then prove that \( f \) is integrable on \([a, b]\) and

\[
\int_a^b f(x) \, dx = \lim_{r \to b^-} \int_a^r f(x) \, dx.
\]

Hint: use Theorem 5.2.7 and Exercise 5.1.8.

14. Is the function which is \( \sin 1/x \) for \( x \neq 0 \) and \( 0 \) for \( x = 0 \) integrable on \([0, 1]\)? Justify your answer.

5.3 The Fundamental Theorems of Calculus

There are two fundamental theorems of calculus. Both relate differentiation to integration. In most calculus courses, the Second Fundamental Theorem is usually proved first and then used to prove the First Fundamental Theorem. Unfortunately, this results in a First Fundamental Theorem that is weaker than it could be. To prove the best possible theorems, one should give independent proofs of the two theorems. This is what we shall do.

First Fundamental Theorem

The following theorem concerns the integral of \( f' \) on \([a, b]\) where \( f \) is a function which we assume is differentiable on \((a, b)\) but not necessarily at \( a \) or \( b \). The reason the integral still makes sense is that, for a function that is integrable on \([a, b]\), changing its value at one point (or at finitely many points) does not affect its integrability or its integral (Exercise 5.3.9). Thus, a function which is missing values at \( a \) and/or \( b \) can be assigned values there arbitrarily and the integrability and value of the integral will not depend on how this is done.
Theorem 5.3.1. Let \([a, b]\) be a closed bounded interval and \(f\) a function which is continuous on \([a, b]\) and differentiable on \((a, b)\) with \(f'\) integrable on \([a, b]\). Then
\[
\int_a^b f'(x) \, dx = f(b) - f(a).
\]

Proof. Let \(P = \{a = x_0 < x_1 < \cdots < x_n = b\}\) be a partition of \([a, b]\). We apply the Mean Value Theorem to \(f\) on each of the intervals \([x_{k-1}, x_k]\). This tells us there is a point \(c_k \in (x_{k-1}, x_k)\) such that
\[
f'(c_k)(x_k - x_{k-1}) = f(x_k) - f(x_{k-1}).
\]
If we sum this over \(k = 1, \cdots, n\), the result is
\[
\sum_{k=1}^n f'(c_k)(x_k - x_{k-1}) = f(b) - f(a).
\]
The sum on the left is a Riemann sum for \(f'\) and the partition \(P\) and so, by (5.1.4), it lies between the lower and upper sums for \(f'\) and \(P\). Thus,
\[
L(f', P) \leq f(b) - f(a) \leq U(f', P) .
\] (5.3.1)
Since \(f'\) is integrable on \([a, b]\), there is a sequence of partitions \(\{P_n\}\) for which the corresponding sequences of upper and lower sums for \(f'\) both converge to
\[
\int_a^b f'(x) \, dx .
\]
However, in view of (5.3.1) the only number both sequences can converge to is \(f(b) - f(a)\).

The above theorem is somewhat stronger than the one usually stated in calculus, because we only assume that the derivative \(f'\) is integrable on \([a, b]\), not that it is continuous. Are there functions which are differentiable with an integrable derivative which is not continuous?

Example 5.3.2. Find a function \(f\) which is differentiable on an interval, with an integrable derivative which is not continuous.

Solution: Let \(f(x) = x^2 \sin 1/x\) if \(x \neq 0\) and set \(f(0) = 0\). Then, \(f\) is differentiable on all of \(\mathbb{R}\) and its derivative is
\[
f'(x) = 2x \sin 1/x - \cos 1/x \quad \text{if} \quad x \neq 0
\]
and is 0 at \(x = 0\). This follows from the Chain Rule and the Product Rule for derivatives everywhere except at \(x = 0\). At \(x = 0\) we calculate the derivative using the definition of derivative:
\[
f'(0) = \lim_{x \to 0} \frac{x^2 \sin 1/x}{x} = \lim_{x \to 0} x \sin 1/x = 0.
\]
Now the function \(f'(x)\) is integrable on any closed bounded interval (see Exercise 5.2.13, but it is not continuous at 0. Thus, \(f\) is a function to which the previous theorem applies, but it does not have a continuous derivative.
Second Fundamental Theorem

So far we have defined the integral \( \int_a^b f(x) \, dx \) only in the case where \( a < b \). We remedy this by defining the integral to be 0 if \( a = b \) and declaring

\[
\int_a^b f(x) \, dx = -\int_b^a f(x) \, dx \quad \text{if} \quad b < a.
\]

This ensures that the integral in the following theorem makes sense whether \( x \) is to the left or the right of \( a \).

**Theorem 5.3.3.** Let \( f \) be a function which is integrable on a closed bounded interval \([b, c]\). For \( a, x \in [b, c] \) define a function \( F(x) \) by

\[
F(x) = \int_a^x f(t) \, dt.
\]

Then \( F \) is continuous on \([b, c]\). At each point \( x \) of \((b, c)\) where \( f \) is continuous the function \( F \) is differentiable and

\[
F'(x) = f(x).
\]

**Proof.** The definition of \( F \) makes sense, because it follows from Theorem 5.2.7 that a function integrable on an interval is also integrable on every subinterval.

Since \( f \) is integrable on \([b, c]\) it is bounded on \([b, c]\). Thus, there is an \( M \) such that

\[
|f(t)| \leq M \quad \text{for all} \quad t \in [b, c].
\]

If \( x, y \in [b, c] \) then

\[
F(y) - F(x) = \int_x^y f(t) \, dt - \int_x^x f(t) \, dt = \int_x^y f(t) \, dt.
\]  

(see Exercise 5.3.11). Then by Exercise 5.3.12 ,

\[
|F(y) - F(x)| = \left| \int_x^y f(t) \, dt \right| \leq M|y - x|.
\]

Thus, given \( \epsilon > 0 \), if we choose \( \delta = \epsilon / M \), then

\[
|F(y) - F(x)| < \epsilon \quad \text{whenever} \quad |y - x| < \delta.
\]

This shows that \( F \) is uniformly continuous on \([b, c]\).

Now suppose \( x \in (b, c) \) is a point at which \( f \) is continuous. If \( y \) is also in \((b, c)\), then

\[
\int_x^y f(t) \, dt = f(x)(y - x)
\]
since $f(x)$ is a constant as far as the variable of integration $t$ is concerned. This and (5.3.2) imply that
\[
\frac{F(y) - F(x)}{y - x} - f(x) = \frac{1}{y - x} \left( \int_x^y f(t) \, dt - \int_x^y f(x) \, dt \right) = \frac{1}{y - x} \int_x^y (f(t) - f(x)) \, dt.
\]  
(5.3.3)

Since $f$ is continuous at $x$, given $\epsilon > 0$, we may choose $\delta > 0$ such that
\[
|f(t) - f(x)| < \epsilon \quad \text{whenever} \quad |x - t| < \delta.
\]
Then, for $y$ with $|y - x| < \delta$, it will be true that $|x - t| < \delta$ for every $t$ between $x$ and $y$. Thus, for such a choice of $y$, we have
\[
\left| \frac{1}{y - x} \int_x^y (f(t) - f(x)) \, dt \right| \leq \frac{1}{|y - x|} \epsilon |y - x| = \epsilon
\]
In view of (5.3.3), this implies that
\[
\lim_{y \to x} \frac{F(y) - F(x)}{y - x} = f(x).
\]
Thus, $F$ is differentiable at $x$ and $F'(x) = f(x)$. \hfill \qed

**Example 5.3.4.** Find $\frac{d}{dx} \int_0^{\sin x} e^{-t^2} \, dt$.

**Solution:** This is a composite function. If $F(u) = \int_0^u e^{-t^2} \, dt$, then the function we are asked to differentiate is $F(\sin x)$. By the Chain Rule, the derivative of this composite function is
\[
F'(\sin x) \cos x.
\]
By the previous theorem, $F'(u) = e^{-u^2}$. Thus,
\[
\frac{d}{dx} \int_0^{\sin x} e^{-t^2} \, dt = F'(\sin x) \cos x = e^{-\sin^2 x} \cos x.
\]

**Example 5.3.5.** Find $\frac{d}{dx} \int_x^{2x} \sin t^2 \, dt$.

**Solution:** We begin by writing
\[
G(x) = \int_x^{2x} \sin t^2 \, dt = \int_0^{2x} \sin t^2 \, dt - \int_x^0 \sin t^2 \, dt.
\]
Then using the previous theorem and the Chain Rule yields
\[
G'(x) = 2 \sin 4x^2 - \sin x^2.
\]
We will not rehash all the integration techniques that are taught in the typical calculus class. However, two of these techniques are of such great theoretical importance, that it is worth discussing them again. The techniques in question are substitution and integration by parts. Each of these follows from the Fundamental Theorems and an important theorem from differential calculus – the chain rule in the case of substitution and the product rule in the case of integration by parts. We begin with substitution.

**Theorem 5.3.6.** Let \( g \) be a differentiable function on an open interval \( I \) with \( g' \) integrable on \( I \) and let \( J = g(I) \). Let \( f \) be continuous on \( J \). Then for any pair \( a, b \in I \),

\[
\int_a^b f(g(t))g'(t) \, dt = \int_{g(a)}^{g(b)} f(u) \, du. \tag{5.3.4}
\]

**Proof.** The composite function \( f \circ g \) is continuous on \( I \) since \( g \) is continuous on \( I \) and \( f \) is continuous on \( J \). By Exercise 5.2.9, this implies that \( f(g(t))g'(t) \) is an integrable function of \( t \) on \( I \). We set

\[
F(v) = \int_{g(a)}^{v} f(u) \, du.
\]

Then \( F'(v) = f(v) \) by the Second Fundamental Theorem, and so, by the Chain Rule,

\[
(F(g(x)))' = f(g(x))g'(x).
\]

Thus, \( f \circ g \) is a differentiable function on \( I \) with an integrable derivative \( f(g(x))g'(x) \). By the First Fundamental Theorem,

\[
F(g(b)) - F(g(a)) = \int_a^b f(g(x))g'(x) \, dx.
\]

By the definition of \( F \), \( F(g(a)) = 0 \) and \( F(g(b)) = \int_{g(a)}^{g(b)} f(u) \, du \). Thus,

\[
\int_a^b f(g(x))g'(x) \, dx = \int_{g(a)}^{g(b)} f(u) \, du,
\]

as claimed.

Note that the above theorem states formally what happens when we make the substitution \( u = g(t) \) in the integral on the left in (5.3.4).

**Integration by Parts**

The integration by parts formula is a direct consequence of the Fundamental Theorems and the product rule for differentiation.
Theorem 5.3.7. Suppose $f$ and $g$ are continuous functions on a closed bounded interval $[a, b]$ and suppose that $f$ and $g$ are differentiable on $(a, b)$ with derivatives that are integrable on $[a, b]$. Then $fg'$ and $f'g$ are integrable on $[a, b]$ and

\[
\int_a^b f(x)g'(x) \, dx = f(b)g(b) - f(a)g(a) - \int_a^b g(x)f'(x) \, dx. \tag{5.3.5}
\]

Proof. We have $f$ and $g$ integrable because they are continuous on $[a, b]$, while $f'$ and $g'$ are integrable by hypothesis. By Exercise 5.2.9, $fg'$ and $gf'$ are both integrable.

The product $fg$ is differentiable on $(a, b)$ and

\[(fg)' = fg' + gf'.\]

Thus, $(fg)'$ is also integrable and, by the First Fundamental Theorem,

\[f(b)g(b) - f(a)g(a) = \int_a^b (f(x)g(x))' \, dx = \int_a^b f(x)g'(x) \, dx + \int_a^b g(x)f'(x) \, dx.\]

Formula (5.3.5) follows immediately from this.

Example 5.3.8. Suppose $f$ is a continuous function on $[-\pi, \pi]$ which is differentiable on $(-\pi, \pi)$ with an integrable derivative. Also suppose $f(-\pi) = f(\pi)$. Prove that, for each $n \in \mathbb{N},$

\[
\begin{align*}
\int_{-\pi}^{\pi} f'(x) \sin nx \, dx &= -n \int_{-\pi}^{\pi} f(x) \cos nx \, dx, \\
\int_{-\pi}^{\pi} f'(x) \cos nx \, dx &= n \int_{-\pi}^{\pi} f(x) \sin nx \, dx. \tag{5.3.6}
\end{align*}
\]

Solution: These are the equations relating the Fourier coefficients of the derivative of a function $f$ to the Fourier coefficients of $f$ itself.

The first equation is proved using the integration by parts formula (5.3.5) for $f(x)$ and $g(x) = \sin x$. Since $\sin(-n\pi) = \sin(n\pi) = 0$, the terms $f(b)g(b) - f(a)g(a)$ are 0. The first equation then follows directly from (5.3.5).

The second equation follows from (5.3.5) for $f(x)$ and $g(x) = \cos x$. However, this time the terms $f(b)g(b) - f(a)g(a)$ contribute 0 because $\cos$ is an even function and $f(-\pi) = f(\pi)$.

Exercise Set 5.3

1. Find $\int_{\pi/2}^{2\pi} (2x \sin 1/x - \cos 1/x) \, dx$. Hint: see Example 5.3.2.

2. Find $\frac{d}{dx} \int_1^x \cos 1/t \, dt$ for $x > 0$.

3. Find $\frac{d}{dx} \int_0^{2x} \sin t^2 \, dt$. 
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4. Find \( \frac{d}{dx} \int_{1/x}^{x} e^{-t^2} dt \).

5. If \( f(x) = -1/x \) then \( f'(x) = 1/x^2 \). Thus, Theorem 5.3.1 seems to imply that
\[
\int_{-1}^{1} 1/x^2 \, dx = f(1) - f(-1) = -1 - 1 = -2.
\]
However, \( 1/x^2 \) is a positive function, and so its integral over \([-1, 1]\) should be positive. What is wrong?

6. If \( f \) is a differentiable function on \([a, b]\) and \( f' \) is integrable on \([a, b]\), then find
\[
\int_{a}^{b} f(x)f'(x) \, dx.
\]

7. Let \( f \) be a continuous function on the interval \([0, 1]\). Express
\[
\int_{0}^{\pi/2} f(\sin \theta) \cos \theta \, d\theta
\]
as an integral involving only the function \( f \).

8. Find \( \int_{0}^{x} t^n \ln t \, dt \) where \( n \) is an arbitrary integer.

9. Prove that if \( f \) is integrable on \([a, b]\) and \( c \in [a, b] \), then changing the value of \( f \) at \( c \) does not change the fact that \( f \) is integrable or the value of its integral on \([a, b]\).

10. The function \( f(x) = x/|x| \) has derivative 0 everywhere but at \( x = 0 \). Its derivative \( f'(x) = 0 \) is integrable on \([-1, 1] \) and has integral 0. However \( f(1) - f(-1) = 1 - (-1) = 2 \). This seems to contradict Theorem 5.3.1. Explain why it does not.

11. The interval additivity property (Theorem 5.2.7) is stated for three points \( a, b, c \) satisfying \( a < b < c \). Show that it actually holds regardless of how the points \( a, b, \) and \( c \) are ordered. Hint: you will need to consider various cases.

12. Suppose \( f \) is integrable on an interval containing \( a \) and \( b \) and \( |f(x)| \leq M \) on \( I \). Prove that
\[
\left| \int_{a}^{b} f(x) \, dx \right| \leq M|b - a|.
\]
Note that we do not assume that \( a < b \).
5.4 Logs, Exponentials, Improper Integrals

The following development of the log and exponential functions is the one presented in most calculus classes these days. It is such a beautiful application of the Second Fundamental Theorem that we felt obligated to include it here.

The Natural Logarithm

One consequence of the Second Fundamental Theorem is that every function $f$ which is continuous on an open interval $I$ has an anti-derivative on $I$. In fact, if $a$ is any point of $I$, then

$$F(x) = \int_a^x f(t) \, dt$$

is an anti-derivative for $f$ on $I$ (that is, $F'(x) = f(x)$ on $I$).

Now $\frac{x^{n+1}}{n+1}$ is an antiderivative for $x^n$ for all integers $n$ with the exception of $n = -1$. However, since $x^{-1}$ is continuous on $(0, +\infty)$ and on $(-\infty, 0)$, it has an antiderivative on each of these intervals. There is no mystery about what the antiderivatives are. On $(0, +\infty)$ the function

$$\int_1^x \frac{1}{t} \, dt$$

is an antiderivative for $1/x$. Obviously, this function is important enough to deserve a name.

**Definition 5.4.1.** We define the natural logarithm to be the function $\ln$, defined for $x \in (0, +\infty)$ by

$$\ln x = \int_1^x \frac{1}{t} \, dt.$$  

This is the unique antiderivative for $1/x$ on $(0, +\infty)$ which has the value 0 when $x = 1$.

On $(-\infty, 0)$ an antiderivative for $1/x$ is given by

$$\int_{-1}^x \frac{1}{t} \, dt.$$  

Note that the $x$ that appears in this integral is negative, and so $-x = |x|$. If we make the substitution $s = -t$, then Theorem 5.3.6 implies that

$$\int_1^x \frac{1}{t} \, dt = \int_1^{-x} \frac{1}{s} \, ds = \ln(-x) = \ln |x|.$$  

Thus, $\ln |x|$ is an antiderivative for $1/x$ on both $(0, +\infty)$ and $(-\infty, 0)$.

The next two theorems show that $\ln$ has the key properties that we expect of a logarithm.
Theorem 5.4.2. For all $a, b \in (0, +\infty)$, $\ln ab = \ln a + \ln b$.

Proof. By the Chain Rule, the derivative of $\ln ax$ is $\frac{1}{ax}a = \frac{1}{x}$. Thus, $\ln ax$ and $\ln x$ have the same derivative on the interval $(0, +\infty)$. By Corollary 4.3.4

$$\ln ax = \ln x + c$$

for some constant $c$. The constant may be evaluated by setting $x = 1$. Since $\ln 1 = 0$, this tells us that $c = \ln a$. Thus,

$$\ln ax = \ln x + \ln a.$$ 

This gives $\ln ab = \ln a + \ln b$ when we set $x = b$. 

Theorem 5.4.3. If $a > 0$ and $r$ is any rational number, then $\ln a^r = r \ln a$.

Proof. The proof of this is similar to the proof of the previous theorem. The key is to compute the derivative of the function $\ln x^r$. We leave the details to Exercise 5.4.1.

Theorem 5.4.4. The natural logarithm is strictly increasing on $(0, +\infty)$. Also,

$$\lim_{x \to \infty} \ln x = +\infty \quad \text{and} \quad \lim_{x \to 0} \ln x = -\infty.$$ 

Proof. The function $\ln x$ is strictly increasing on $(0, +\infty)$ because its derivative is positive on this interval.

Since $\ln 1 = 0$ and $\ln$ is increasing, $\ln 2$ is positive. Given any number $M$, choose an integer $m$ such that $m \ln 2 > M$ and set $N = 2^m$. Then

$$\ln x > \ln 2^m = m \ln 2 > M \quad \text{whenever} \quad x > N.$$ 

This implies that $\lim_{x \to \infty} \ln x = +\infty$. The fact that $\lim_{x \to 0} \ln x = -\infty$ follows easily from $\lim_{x \to \infty} \ln x = +\infty$ and properties of $\ln$. The details are left to the exercises.

The Exponential Function

The function $\ln$ is strictly increasing on $(0, +\infty)$ and, therefore, it has an inverse function. The image of $(0, +\infty)$ under $\ln$ is an open interval by Exercise 4.2.5. By Theorem 5.4.4 this open interval must be the interval $(-\infty, \infty)$. Therefore, the inverse function for $\ln$ has domain $(-\infty, \infty)$ and image $(0, \infty)$.

Definition 5.4.5. We define the exponential function to be the function with domain $(-\infty, \infty)$ which is the inverse function of $\ln$. We will denote it by $\exp x$.

The theorems we proved about $\ln$ immediately translate into theorems about $\exp$.

Theorem 5.4.6. The function $\exp$ is its own derivative – that is, $\exp'(x) = \exp(x)$. 
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Proof. By Theorem 4.2.9 we have

$$\exp'(x) = \frac{1}{\ln(\exp(x))} = \frac{1}{1/\exp(x)} = \exp(x).$$

\[\square\]

**Theorem 5.4.7.** The exponential function satisfies

(a) \(\exp(a + b) = \exp a \exp b\) for all \(a, b \in \mathbb{R}\);

(b) \(\exp(ra) = (\exp(a))^r\) for all \(a \in \mathbb{R}\) and \(r \in \mathbb{Q}\).

Proof. Let \(x = \exp a\) and \(y = \exp b\), so that \(a = \ln x\) and \(b = \ln y\). Then

$$\exp(a + b) = \exp(\ln x + \ln y) = \exp(\ln xy) = xy = \exp a \exp b$$

by Theorem 5.4.2. This proves (a). The proof of (b) is similar and is left to the exercises. \[\square\]

We define the number \(e\) to be \(\exp 1\), so that \(\ln e = 1\). It follows from (b) of the above theorem that, if \(r\) is a rational number, then

$$e^r = (\exp 1)^r = \exp r. \quad (5.4.1)$$

Now at this point, \(a^r\) is defined for every positive \(a\) and rational \(r\). We have not yet defined \(a^x\) if \(x\) is a real number which is not rational. However, \(\exp x\) is defined for every real \(x\). Since (5.4.1) tells us that \(e^r = \exp r\) if \(r\) is rational, it makes sense to define \(e^x\) for any real \(x\) to be \(\exp x\).

More generally, if \(a\) is any positive real number, then

$$a^r = (\exp \ln a)^r = \exp(r \ln a),$$

and so it makes sense to define \(a^x\) for any real \(x\) to be \(\exp(x \ln a)\). The following definition formalizes this discussion.

**Definition 5.4.8.** If \(x\) is any real number and \(a\) is a positive real number, we define \(a^x\) by

$$a^x = \exp(x \ln a).$$

In particular,

$$e^x = \exp x.$$

With this definition of \(a^x\), the laws of exponents

$$a^{x+y} = a^x a^y \quad \text{and} \quad a^{xy} = (a^x)^y$$

are satisfied. The proofs are left to the exercises.
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The General Logarithm

We define the logarithm to the base \(a\), \(\log_a\), to be the inverse function of the function \(a^x\). The following theorem gives a simple description of it in terms of the natural logarithm \(\ln x\). The proof is left to the exercises.

**Theorem 5.4.9.** For each \(a > 0\), we have \(\log_a x = \frac{\ln x}{\ln a}\).

Improper Integrals

So far, we have defined the integral \(\int_a^b f(x) \, dx\) only for bounded intervals \([a, b]\) and bounded functions \(f\) on \([a, b]\). Thus, our definition does not allow for integrals such as

\[
\int_0^\infty \frac{1}{1 + x^2} \, dx \quad \text{or} \quad \int_0^1 \frac{1}{\sqrt{x}} \, dx.
\]

It turns out that a perfectly good meaning can be attached to each of these integrals. To do so requires extending our definition of the integral.

We first consider an integral of the form \(\int_a^\infty f(x) \, dx\) where \(a\) is finite. We assume that \(f\) is integrable on each interval of the form \([a, s]\) for \(a \leq s < \infty\). Then we set

\[
\int_a^\infty f(x) \, dx = \lim_{s \to \infty} \int_a^s f(x) \, dx,
\]

provided this limit exists and is finite. In this case, we say that the improper integral \(\int_a^\infty f(x) \, dx\) converges.

Integrals of the form \(\int_{-\infty}^b f(x) \, dx\) are treated similarly. Assuming \(f\) is integrable on each interval of the form \([r, b]\) with \(-\infty < r \leq b\), we set

\[
\int_{-\infty}^b f(x) \, dx = \lim_{r \to -\infty} \int_r^b f(x) \, dx,
\]

provided this limit exists and is finite. In this case, we say that the improper integral \(\int_{-\infty}^b f(x) \, dx\) converges.

For an integral of the form \(\int_{-\infty}^\infty f(x) \, dx\), we simply break the integral up into a sum of improper integrals involving only one infinite limit of integration. That is, we write

\[
\int_{-\infty}^\infty f(x) \, dx = \int_{-\infty}^0 f(x) \, dx + \int_0^\infty f(x) \, dx.
\]

If the two improper integrals on the right converge, we then say the improper integral on the left converges – it converges to the sum on the right.
Example 5.4.10. Find \( \int_{-\infty}^{\infty} \frac{1}{1 + x^2} \) or show that it fails to converge.

Solution: We write
\[
\int_{-\infty}^{\infty} \frac{1}{1 + x^2} \, dx = \int_{-\infty}^{0} \frac{1}{1 + x^2} \, dx + \int_{0}^{\infty} \frac{1}{1 + x^2} \, dx.
\]

Then, since \( \arctan'(x) = \frac{1}{1 + x^2} \), the First Fundamental Theorem implies that
\[
\int_{-\infty}^{0} \frac{1}{1 + x^2} \, dx = \lim_{r \to -\infty} \int_{r}^{0} \frac{1}{1 + x^2} \, dx = \lim_{r \to -\infty} (\arctan 0 - \arctan r) = \pi/2,
\]
and
\[
\int_{0}^{\infty} \frac{1}{1 + x^2} \, dx = \lim_{s \to \infty} \int_{0}^{s} \frac{1}{1 + x^2} \, dx = \lim_{s \to \infty} (\arctan s - \arctan 0) = \pi/2,
\]

Thus, \( \int_{-\infty}^{\infty} \frac{1}{1 + x^2} \) converges to \( \pi \).

Functions With Singularities

If a function \( f \) is integrable on \([r, b]\) for every \( r \) with \( a < r \leq b \), but unbounded on the interval \((a, b]\), then it is not integrable on \([a, b]\). It is said to have a singularity at \( a \). Still, its improper integral over \([a, b]\) may exist in the sense that
\[
\lim_{r \to a^+} \int_{r}^{b} f(x) \, dx
\]
may exist and be finite. In this case we say that the improper integral \( \int_{a}^{b} f(x) \, dx \) converges. Its value, of course, is the indicated limit.

Similarly, a function \( f \) may be integrable on \([a, s]\) for every \( s \) with \( a \leq s < b \), but not bounded on \([a, b]\). In this case, its improper integral over \([a, b]\) is
\[
\lim_{s \to b^-} \int_{a}^{s} f(x) \, dx
\]
provided this limit converges.

It may be that the singular point for \( f \) is an interior point \( c \) of the interval over which we wish to integrate \( f \). That is, it may be that \( a < c < b \) and \( f \) is integrable on closed subintervals of \([a, b]\) that don’t contain \( c \), but \( f \) blows up at \( c \). In this case, we write
\[
\int_{a}^{b} f(x) \, dx = \int_{a}^{c} f(x) \, dx + \int_{c}^{b} f(x) \, dx.
\]
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If the two improper integrals on the right converge, then we say the improper integral on the left converges and it converges to the sum on the right.

**Example 5.4.11.** Find \( \int_{-1}^{1} x^{-1/3} \, dx \).

**Solution:** Here the integrand blows up at 0. An antiderivative for \( x^{-1/3} \) is \( \frac{3}{2} x^{2/3} \). Thus,
\[
\int_{-1}^{0} x^{-1/3} \, dx = \lim_{s \to 0^-} \frac{3}{2} (s^{2/3} - (-1)^{2/3}) = -\frac{3}{2},
\]
while
\[
\int_{0}^{1} x^{-1/3} \, dx = \lim_{r \to 0^+} \frac{3}{2} ((1)^{2/3} - r^{2/3}) = \frac{3}{2}.
\]
Thus,
\[
\int_{-1}^{1} x^{-1/3} \, dx = \int_{-1}^{0} x^{-1/3} \, dx + \int_{0}^{1} x^{-1/3} \, dx
\]
converges to \( -\frac{3}{2} + \frac{3}{2} = 0 \).

The following is a theorem which can be used to conclude that an improper integral converges without actually carrying out the integration.

**Theorem 5.4.12.** Let \( \int_{a}^{b} f(x) \, dx \) be an improper integral – improper due to the fact that \( a = -\infty \) or \( b = \infty \) or \( f \) has a singularity at \( a \) or \( f \) has a singularity at \( b \). If \( g \) is a non-negative function such that \( |f(x)| \leq g(x) \) for all \( x \in (a, b) \) and if
\[
\int_{a}^{b} g(x) \, dx
\]
converges, then
\[
\int_{a}^{b} f(x) \, dx
\]
also converges.

**Proof.** We will prove this in the case where the bad point is \( b \) – either \( b = \infty \) or \( f \) blows up at \( b \). The case where \( a \) is the bad point is entirely analogous.

Let \( h(x) = f(x) + |f(x)| \). Then \( 0 \leq h(x) \leq 2g(x) \) for all \( x \in (a, b) \). So
\[
H(s) = \int_{a}^{s} h(x) \, dx \quad \text{and} \quad \int_{a}^{s} g(x) \, dx
\]
are non-decreasing functions of \( s \) (Exercise 5.4.13) and
\[
H(s) \leq 2 \int_{a}^{s} g(x) \, dx \leq 2 \int_{a}^{b} g(x) \, dx.
\]
The integral on the right is finite by hypothesis. It follows that the non-decreasing function $H(s)$ is bounded above. By Exercise 4.1.13, $\lim_{s \to b^-} H(s)$ converges, hence the improper integral $\int_{a}^{b} h(x) \, dx$ converges.

The same argument, with $h$ replaced by $|f(x)|$ shows that $\int_{a}^{b} |f(x)| \, dx$ converges. Since $f = h - |f|$, it follows that $\int_{a}^{b} f(x) \, dx$ also converges.\hfill\Box

**Example 5.4.13.** Determine whether $\int_{-\infty}^{\infty} e^{-x^2} \, dx$ converges.

**Solution:** Since $e^{-x^2} \leq \frac{1}{1 + x^2}$ (by Exercise 4.4.3) and each of

\[
\int_{-\infty}^{0} \frac{1}{1 + x^2} \, dx \quad \text{and} \quad \int_{0}^{\infty} \frac{1}{1 + x^2} \, dx
\]

converges by Example 5.4.10, the same is true of the corresponding integrals for $e^{-x^2}$. It follows that $\int_{-\infty}^{\infty} e^{-x^2} \, dx$ converges.

**Exercise Set 5.4**

1. Supply the details for the proof of Theorem 5.4.3.

2. Prove that $\ln \left( \frac{a}{b} \right) = \ln a - \ln b$ for all $a, b \in (0, +\infty)$.

3. Finish the proof of Theorem 5.4.4 by showing that $\lim_{x \to 0} \ln x = -\infty$.
   Hint: this follows easily from $\lim_{x \to +\infty} \ln x = +\infty$ and properties of $\ln$.

4. Prove Part (b) of Theorem 5.4.7.

5. Using Definition 5.4.8 and the properties of $\exp$ prove the laws of exponents:

\[
a^{x+y} = a^x a^y \quad \text{and} \quad a^{xy} = (a^x)^y.
\]

6. Compute the derivative of $a^x$ for each $a > 0$.

7. Find an antiderivative for $a^x$ for each $a > 0$.

8. Prove Theorem 5.4.9.

9. For which values of $p > 0$ does the improper integral $\int_{1}^{\infty} \frac{1}{x^p} \, dx$ converge?
   Justify your answer.

10. For which values of $p > 0$ does the improper integral $\int_{0}^{1} \frac{1}{x^p} \, dx$ converge?
    Justify your answer.
11. Show that \( \int_{-\infty}^{\infty} \frac{\sin x}{1 + x^2} \) converges. Can you tell what it converges to?

12. Does the improper integral \( \int_{0}^{1} \ln x \, dx \) converge? If so, what does it converge to?

13. Prove that if \( f \) is an integrable function on every interval \([a, s)\) with \( s < b \) and if \( f(x) \geq 0 \) on \([a, b]\), then the function

\[
F(s) = \int_{a}^{s} f(x) \, dx
\]

is a non-decreasing function on \([a, b]\).
Chapter 6

Infinite Series

Infinite series play a fundamental role in mathematics. They are used to approximate complicated or uncomputable quantities or functions by simpler quantities or functions. They are widely used by engineers and scientists in real world applications of mathematics.

6.1 Convergence of Infinite Series

An infinite series of numbers is a formal sum

\[
\sum_{k=1}^{\infty} a_k = a_1 + a_2 + a_3 + \cdots + a_k + \cdots
\]  

(6.1.1)

of an infinite sequence of numbers \( a_k \) called the terms of the series. We say formal sum, because the actual sum may or may not exist. What does it mean for the actual sum to exist? To answer this, we proceed in much the same way that we did in defining improper integrals. We cut off the sum after some finite number \( n \) of terms and then take the limit as \( n \to \infty \). That is, we set

\[
s_n = \sum_{k=1}^{n} a_k = a_1 + a_2 + a_3 + \cdots + a_n.
\]  

(6.1.2)

The number \( s_n \) is called the \( n \)th partial sum of the series.

**Definition 6.1.1.** The series (6.1.1) is said to converge to the number \( s \) if \( \lim s_n = s \). In this case we write

\[
\sum_{k=1}^{\infty} a_k = s.
\]

The number \( s \) is called the sum of the series. If the sequence \( \{s_n\} \) diverges, then we say the series (6.1.1) diverges.
It is important to keep firmly in mind the difference between a sequence and a series. A sequence is a formal sum of a sequence of numbers. Each series
\[a_1 + a_2 + a_3 + \cdots + a_k + \cdots\]
has two sequences associated to it: the sequence of terms \(\{a_k\}\) and the sequence of partial sums \(\{s_n\}\), where \(s_n = a_1 + a_2 + \cdots + a_n\).

A series (6.1.1) converges if and only if its sequence of partial sums converges. What about the sequence of terms \(\{a_n\}\)? What is the relationship between convergence of the series and convergence of its sequence of terms? The following theorem gives a partial answer.

**Theorem 6.1.2. (Term Test)** If a series \(a_1 + a_2 + a_3 + \cdots + a_k + \cdots\) converges, then \(\lim a_n = 0\).

**Proof.** If the series converges to \(s\), then \(\lim s_n = s\), where \(\{s_n\}\) is the sequence of partial sums (6.1.2). However, \(a_n = s_n - s_{n-1}\) if \(n > 1\), and so
\[\lim a_n = \lim s_n - \lim s_{n-1} = s - s = 0.\]

The above theorem is called the term test because it provides a test that the terms of a series must pass if the series converges. If the series fails this test – that is, if \(\lim a_n\) either fails to exist or is not 0 if it does exist, then the series diverges. However, this test can never be used to prove that a series converges, since it does not say that if \(\lim a_n = 0\) then the series converges. In fact, the series
\[1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{k} + \cdots\]
has a sequence of terms \(\{1/k\}\) which converges to 0, but the series itself does not converge. This series is called the harmonic series. To see that it diverges, group the terms in the following way:
\[(1) + \left(\frac{1}{2}\right) + \left(\frac{1}{3} + \frac{1}{4}\right) + \left(\frac{1}{5} + \frac{1}{6} + \frac{1}{7} + \frac{1}{8}\right) + \cdots.\]
Each group in parentheses is a sum of \(2^n\) terms each of which is at least as big as \(1/2^{n+1}\). Thus, each group in parentheses sums to a number greater than or equal to \(1/2\). It follows that the \(2^n\)th partial sum of the harmonic series is at least \(n/2\). Thus, the sequence of partial sums has limit \(+\infty\), and so the series diverges.

**Example 6.1.3.** Does the series \(\sum_{k=1}^{\infty} \frac{k}{2k + 1}\) converge?

**Solution:** No. Its sequence of terms is \(\left\{\frac{k}{2k + 1}\right\}\) and this sequence has limit 1/2 as \(k \to \infty\). Since the sequence of terms does not converge to 0, the series fails the term test, and so it diverges.
Example 6.1.4. Does the term test tell us whether \( \sum_{k=1}^{\infty} \frac{k}{k^2 + 1} \) converges?

Solution: If we apply the term test, the result is

\[
\lim_{k \to \infty} \frac{k}{k^2 + 1} = \lim_{k \to \infty} \frac{1/k}{1 + 1/k^2} = 0.
\]

The fact that this limit is 0 tells us nothing. The series may or may not converge (in fact, in Example 6.1.14 we will prove that it diverges).

Remark 6.1.5. Although, in our discussion so far, we have assumed that the index of summation \( k \) for a series runs from 1 to \( \infty \), there is really no reason to start the summation at \( k = 1 \). It could just as easily start at \( k = 0 \), \( k = 2 \), or \( k = 100 \). Our discussion of convergence for series is not effected by where the summation begins, since the only effect on the partial sums \( s_n \) of changing the starting point will be to add the same constant to each of them.

Geometric Series

The simplest meaningful series is also one of the most useful. This is the geometric series

\[
\sum_{k=0}^{\infty} ar^k = a + ar + ar^2 + \cdots + ar^k + \cdots.
\]

(6.1.3)

Here \( a \) and \( r \) are any two real numbers. The number \( a \) is the initial term of the series, while the number \( r \) is called the ratio for the geometric series, since, for \( k > 1 \), it is the ratio of the \( k \)th term \( ar^k \) to the previous term \( ar^{k-1} \). It is the fact that this ratio is independent of \( k \) that characterizes the geometric series.

Theorem 6.1.6. If \( a \neq 0 \), the geometric series (6.1.3) converges to \( \frac{a}{1-r} \) if \( |r| < 1 \) and diverges if \( |r| \geq 1 \).

Proof. The series fails the term test if \( |r| \geq 1 \), since \( \lim_{k \to \infty} ar^k \neq 0 \) in this case. Thus, the geometric series diverges if \( |r| \geq 1 \).

Assume \( |r| < 1 \). If \( s_n = a + ar + ar^2 + \cdots + ar^n \) is the \( n \)th partial sum of the series, then

\[
rs_n = ar + ar^2 + ar^3 + \cdots + ar^{n+1}
\]

and so

\[
(1 - r)s_n = s_n - rs_n = a - ar^{n+1}.
\]

Thus, since \( r \neq 1 \), we may divide by \( 1 - r \) to obtain

\[
s_n = \frac{a - ar^{n+1}}{1 - r}.
\]

This sequence converges to \( \frac{a}{1-r} \) since \( \lim_{r \to 1^+} r^{n+1} = 0. \) 
\( \square \)
Example 6.1.7. Does the series $\frac{1}{2} + \frac{1}{4} + \frac{1}{8} + \cdots + \frac{1}{2^n} + \cdots$ converge? If so what does it converge to?

Solution: This is a geometric series with ratio $r = \frac{1}{2}$ and initial term $a = \frac{1}{2}$. Thus, it converges to $\frac{\frac{1}{2}}{1 - \frac{1}{2}} = 1$, by the previous theorem.

Series with Non-Negative Terms

Let $a_1 + a_2 + \cdots + a_k + \cdots$ be a series with $a_k \geq 0$ for all $k$. Then, its sequence $\{s_n\}$ of partial sums satisfies

$$s_{n+1} = s_n + a_{n+1} \geq s_n.$$  

That is, it is a non-decreasing sequence. If such a sequence is bounded above, then it converges by Theorem 2.4.1. If it is not bounded above, then it has limit $+\infty$. This proves the following theorem.

**Theorem 6.1.8.** An infinite series of non-negative terms converges if and only if its sequence of partial sums is bounded above.

Comparison Test

The comparison test stated in most calculus texts follows easily from the preceding theorem (see Exercise 6.1.11). With a little more work, the following, more general, version of the comparison test can also be proved this way. We give a different proof, based on Cauchy’s criterion for convergence.

**Theorem 6.1.9. (Comparison Test)** Suppose $a_1 + a_2 + \cdots + a_k + \cdots$ and $b_1 + b_2 + \cdots + b_k + \cdots$ are series, with $b_k \geq 0$ for all $k$, and suppose there are positive constants $K$ and $M$ such that

$$|a_k| \leq M b_k \text{ for all } n \geq K. \quad (6.1.4)$$

Then if $b_1 + b_2 + \cdots + b_k + \cdots$ converges, so does $a_1 + a_2 + \cdots + a_k + \cdots$.

Proof. Let $s_n = \sum_{k=1}^{n} a_k$ and $t_n = \sum_{k=1}^{n} b_k$ be the $n$th partial sums for the two series. If the series with terms $b_k$ converges, then the sequence $\{t_n\}$ converges and, hence, is Cauchy. This implies that, given $\epsilon > 0$, there is an $N$ such that

$$\sum_{k=n+1}^{m} b_k = |t_m - t_n| \leq \frac{\epsilon}{M} \text{ whenever } m \geq n > N.$$  

Then (6.1.4) implies that

$$|s_m - s_n| = \left| \sum_{k=n+1}^{m} a_k \right| \leq \sum_{k=n+1}^{m} |a_k| \leq M \sum_{k=n+1}^{m} b_k < \epsilon$$
whenever \( m \geq n > \max(N, K) \). This implies that \( \{s_n\} \) is a Cauchy sequence and, hence, converges. It follows that the series \( \sum_{k=1}^{\infty} a_k \) converges. \( \square \)

Suppose \( \sum_{k=1}^{\infty} a_k \) is an arbitrary series. If we set \( b_k = |a_k| \), then the condition \( |a_k| \leq Mb_k \) of the previous theorem is satisfied with \( M = 1 \) and \( K = 1 \). This observation yields the following corollary.

**Corollary 6.1.10.** If \( \sum_{k=1}^{\infty} |a_k| \) converges, then so does \( \sum_{k=1}^{\infty} a_k \).

This leads to the following definition.

**Definition 6.1.11.** A series \( \sum_{k=1}^{\infty} a_k \) is said to converge absolutely if the series \( \sum_{k=1}^{\infty} |a_k| \) converges.

Thus, Corollary 6.1.10 asserts that if a series converges absolutely, then it converges.

**Example 6.1.12.** Does the series \( \sum_{k=1}^{\infty} \frac{k}{2^k} \) converge? Why?

**Solution:** Since \( \lim_{k \to \infty} \frac{k}{2^{k/2}} = 0 \) (l’Hôpital’s Rule), there is an \( N \) such that

\[
\frac{k}{2^{k/2}} < 1 \quad \text{whenever} \quad k > N.
\]

Then

\[
\frac{k}{2^k} < \frac{1}{2^{k/2}} = \frac{1}{(\sqrt{2})^k} \quad \text{whenever} \quad k > N.
\]

Since the series \( \sum_{k=1}^{\infty} \frac{1}{(\sqrt{2})^k} \) is a convergent geometric series, the series \( \sum_{k=1}^{\infty} \frac{k}{2^k} \) converges by the comparison test.

**Example 6.1.13.** Does the series \( \sum_{k=1}^{\infty} (-1)^k \frac{k}{2^k} \) converge? Why?

**Solution:** By the previous exercise, the series \( \sum_{k=1}^{\infty} \frac{k}{2^k} \) converges and this means that \( \sum_{k=1}^{\infty} (-1)^k \frac{k}{2^k} \) converges absolutely and, hence, converges by Corollary 6.1.10.
The comparison test can also be used to prove that a series diverges.

**Example 6.1.14.** Prove that the series \( \sum_{k=1}^{\infty} \frac{k}{k^2 + 1} \) diverges.

**Solution:** We compare with the harmonic series. Since \( k^2 + 1 \leq 2k^2 \) for \( k \in \mathbb{N} \), we have
\[
\frac{1}{k} \leq 2 \frac{k}{k^2 + 1} \quad \text{for all} \quad k \in \mathbb{N}.
\]
If the series \( \sum_{k=1}^{\infty} \frac{k}{k^2 + 1} \) converges, then so does \( \sum_{k=1}^{\infty} \frac{1}{k} \) by the comparison test. However, the harmonic series diverges. Therefore \( \sum_{k=1}^{\infty} \frac{k}{k^2 + 1} \) also diverges.

**Exercise Set 6.1**

In each of the following six exercises, determine whether the indicated series converges. Justify your answer.

1. \( \sum_{k=2}^{\infty} \frac{k - 1}{2k + 1} \).
2. \( \sum_{k=1}^{\infty} \frac{1}{2^k + k - 1} \).
3. \( \sum_{k=0}^{\infty} \frac{2^{k+1}}{3^k} \).
4. \( \sum_{k=1}^{\infty} \frac{k^2 - 3k + 1}{3k^2 + k - 2} \).
5. \( \sum_{k=1}^{\infty} \frac{k^2}{4^k} \).
6. \( \sum_{k=1}^{\infty} \frac{k}{k^2 - k + 2} \).

In each of the next four exercises, determine whether the indicated series converges absolutely. Justify your answer.

7. \( \sum_{k=0}^{\infty} (-2/3)^k \).
8. \( \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{k}} \).
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9. \[ \sum_{k=1}^{\infty} \frac{\sin k}{2^k} \]

10. \[ \sum_{k=1}^{\infty} \frac{(-1)^k}{\ln(1+k)} \]

11. Prove the following weak version of the comparison test using Theorem 6.1.8: If \( a_1 + a_2 + \cdots + a_k + \cdots \) and \( b_1 + b_2 + \cdots + b_k + \cdots \) are series of non-negative terms with \( a_k \leq b_k \) for all \( k \), then if \( b_1 + b_2 + \cdots + b_k + \cdots \) converges, so does \( a_1 + a_2 + \cdots + a_k + \cdots \).

12. Consider the decimal expansion \( .d_1d_2d_3d_4 \cdots \) of a real number between 0 and 1, where \( \{d_k\} \) is a sequence of integers between 0 and 9. This decimal expansion represents the sum of a certain infinite series. What series is it and why does it converge?

13. Show that every real number in the interval \([0, 1]\) has a decimal expansion as described in the previous exercise.

6.2 Tests for Convergence

In this section we will develop the standard tests for convergence of infinite series. Most of these are based on Theorem 6.1.8 or Theorem 6.1.9.

### Integral Test

**Theorem 6.2.1.** Suppose \( f \) is a positive, non-increasing function on \([1, \infty)\) and \( a_k = f(k) \) for each \( k \in \mathbb{N} \). Then the series \( \sum_{k=1}^{\infty} a_k \) converges if and only if the improper integral \( \int_1^{\infty} f(x) \, dx \) converges.

**Proof.** Consider the function \( g(x) \) on \([1, \infty)\) which, for each \( k \in \mathbb{N} \), is constant on the interval \([k, k+1)\) and equal to \( f(k) \) at \( k \). That is,

\[ g(x) = f(k) = a_k \quad \text{if} \quad k \leq x < k+1, \ k \in \mathbb{N}. \]

This is a piecewise continuous function, hence integrable on any finite interval \([1, b]\). Also, since \( f \) is non-increasing, it follows that

\[ g(x + 1) \leq f(x) \leq g(x) \quad \text{for all} \quad x \in [1, \infty). \]

(see Figure 6.1). On integrating from 1 to \( n \), this yields

\[ \int_1^{n} g(x + 1) \, dx \leq \int_1^{n} f(x) \, dx \leq \int_1^{n} g(x) \, dx. \]
However, by Exercise 6.2.9,

\[
\int_1^n g(x + 1) \, dx = \sum_{k=2}^n a_k \quad \text{and} \quad \int_1^n g(x) \, dx = \sum_{k=1}^{n-1} a_k. \quad (6.2.1)
\]

If \( s_n = \sum_{k=1}^n a_k \), then this implies that

\[
s_n - a_1 \leq \int_1^n f(x) \, dx \leq s_{n-1}.
\]

It follows that the sequence of partial sums \( \{s_n\} \) is bounded above if and only if the increasing function of \( b, \int_1^b f(x) \, dx \), is bounded above. A non-decreasing sequence converges if and only if it is bounded above and a non-decreasing function on \([1, \infty)\) has a finite limit at \( \infty \) if and only if it is bounded above. Thus, the series converges if and only if the improper integral converges. \( \square \)

**Example 6.2.2.** A \( p \)-series is a series of the form \( \sum_{k=1}^{\infty} \frac{1}{k^p} \), where \( p > 0 \). Prove that a \( p \)-series converges if and only if \( p > 1 \).

**Solution** We apply the integral test for the function \( f(x) = \frac{1}{x^p} \). Note that this is a positive, decreasing function on \([1, \infty)\) and \( f(k) = \frac{1}{k^p} \) for \( k \in \mathbb{N} \). If \( p \neq 1 \) we have

\[
\int_1^b \frac{1}{x^p} \, dx = \frac{b^{1-p} - 1}{1-p}.
\]

As \( b \to \infty \), this has limit \( \frac{1}{p-1} \) if \( p > 1 \) and \( +\infty \) if \( p < 1 \). Thus, the \( p \)-series converges for \( p > 1 \) and diverges for \( p < 1 \) by the Integral Test.

For \( p = 1 \), the \( p \)-series is the harmonic series and we already know it diverges. However, it is instructive to see how this follows from the Integral Test.
In the case \( p = 1 \), the function \( f \) is \( f(x) = 1/x \). We have
\[
\int_{1}^{b} \frac{1}{x} \, dx = \ln b,
\]
and this has limit \(+\infty\) as \( b \to \infty \). Thus, applying the Integral Test gives another proof that the harmonic series \( \sum_{k=1}^{\infty} \frac{1}{k} \) diverges.

Example 6.2.3. Does the series \( \sum_{k=1}^{\infty} \frac{3\sqrt{k}}{2k^2 - 1} \) converge or diverge. Justify your answer.

Solution: For large \( k \), \( \frac{3\sqrt{k}}{2k^2 - 1} \) is close to \( \frac{3}{k^{3/2}} \). This suggests we do a comparison with the \( p \)-series \( \sum_{k=1}^{\infty} \frac{1}{k^{3/2}} \).

We have \( 2k^2 - 1 \geq k^2 \) for all \( k \geq 1 \) and so
\[
\frac{3\sqrt{k}}{2k^2 - 1} \leq \frac{3\sqrt{k}}{k^2} = \frac{3}{k^{3/2}}.
\]
Since the \( p \)-series with \( p = 3/2 \) converges, so does our series, by the comparison test.

Root Test

This test is particularly important in the study of power series.

Theorem 6.2.4. Given an infinite series \( \sum_{k=1}^{\infty} a_k \), let
\[
\rho = \limsup |a_k|^{1/k}.
\]
Then the series converges absolutely if \( \rho < 1 \) and diverges if \( \rho > 1 \).

Proof. Recall that
\[
\limsup |a_k|^{1/k} = \lim s_n \quad \text{where} \quad s_n = \sup\{|a_k|^{1/k} : k \geq n\},
\]
and \( \{s_n\} \) is a non-increasing sequence. If \( \rho > 1 \), then
\[
s_n = \sup\{|a_k|^{1/k} : k \geq n\} > 1 \quad \text{for all} \quad n \in \mathbb{N}.
\]
This means that, for every \( n \in \mathbb{N} \), there is an \( k \geq n \) such that \( |a_k|^{1/k} > 1 \). Then \( |a_k| > 1 \) also. It follows that the sequence of terms \( \{a_k\} \) does not have limit 0. Hence, the series fails the term test and must diverge in this case.

If \( \rho < 1 \), we can choose \( r \) such that \( \rho < r < 1 \). Then there is an \( N \) such that
\[
s_n < r \quad \text{whenever} \quad n > N.
\]
and this implies that
\[ |a_k|^{1/k} < r \quad \text{whenever} \quad k > N. \]
This, in turn, implies that
\[ |a_k| < r^k \quad \text{whenever} \quad k > N. \]
Thus, the series \( \sum_{k=1}^{\infty} |a_k| \) converges in this case, by comparison with the geometric series with ratio \( r < 1 \). Therefore, the original series converges absolutely. \( \square \)

Note that the root test tells us nothing about convergence if the number \( \rho \) turns out to be 1.

**Example 6.2.5.** Does the series \( \sum_{k=1}^{\infty} k(9/10)^k \) converge? Why?

**Solution:** We apply the root test.
\[
\rho = \lim_{k \to \infty} k^{1/k} (9/10) = (9/10) \lim_{k \to \infty} k^{1/k} = 9/10 < 1,
\]
since \( \lim k^{1/k} = 1 \) by Exercise 2.3.12. By the root test, the series converges.

**Ratio Test**

**Theorem 6.2.6.** Given a series \( \sum_{k=1}^{\infty} a_k \), let
\[
r = \lim_{k \to \infty} \frac{|a_{k+1}|}{|a_k|} \quad (6.2.2)
\]
provided this limit exists. Then the series converges absolutely if \( r < 1 \) and diverges if \( r > 1 \).

**Proof.** Observe first that, for the limit defining \( r \) to exist, the numbers \( a_k \) must eventually be all non-zero – otherwise, the ratio \( |a_{k+1}|/|a_k| \) would be undefined or \( +\infty \) for infinitely many \( k \).

If \( r > 1 \), then there is an \( N \) such that
\[
|a_k| > 0 \quad \text{and} \quad \frac{|a_{k+1}|}{|a_k|} \geq 1 \quad \text{for all} \quad k \geq N.
\]
Then, for \( k > N \)
\[
|a_k| = \frac{|a_k|}{|a_{k-1}|} \frac{|a_{k-1}|}{|a_{k-2}|} \cdots \frac{|a_{N+2}|}{|a_{N+1}|} \frac{|a_{N+1}|}{|a_N|} |a_N| \geq |a_N|.
\]
This implies the sequence of terms \( \{a_k\} \) fails to have limit 0, and the sequence diverges by the term test.
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If \( r < 1 \) we choose a \( t \) such that \( r < t < 1 \). Since (6.2.2) holds, there is an \( N \) such that
\[
|a_{k+1}\|a_k| < t \quad \text{whenever} \quad n \geq N.
\]
Then, for \( k > N \),
\[
|a_k| = \frac{|a_k|}{|a_k-1|} \cdots \frac{|a_{N+1}|}{|a_{N+1}|} |a_N| < t^{k-N} |a_N|.
\]
Thus, \( |a_k| < t^k \frac{|a_N|}{t^N} \) whenever \( k > N \). By comparison with the geometric series with ratio \( t \), the series converges.

The ratio test tends to work well on series where the terms \( a_k \) involve products of an increasing number of factors – things like factorials. These are generally more difficult to attack with the root test than with the ratio test.

Example 6.2.7. Does the series \( \sum_{k=1}^{\infty} \frac{k!}{k^k} \) converge? Why?

**Solution:** We apply the ratio test.
\[
\frac{a_{k+1}}{a_k} = \frac{(k+1)!}{(k+1)^{k+1}} \div \frac{k!}{k^k} = \frac{(k+1)!}{(k+1)^{k+1}} \frac{k!}{k^k} = \lim_{k \to \infty} \left( \frac{k+1}{k+1} \right)^k = \lim_{k \to \infty} \frac{1}{(1+1/k)^k} = \frac{e}{e} = 1 < 1.
\]
Hence, the series converges by the ratio test.

For many series, the ratio test and the root test work equally well. However, the ratio test is not applicable in many situations where the root test works well.

Example 6.2.8. Prove that the series \( \frac{1}{3} + \frac{1}{2^2} + \frac{1}{3^3} + \frac{1}{2^4} + \frac{1}{3^5} + \cdots \) converges.

**Solution:** This one can easily be done using the comparison test. However, it is instructive to see how attempts to use the ratio test and root test work out. The ratio test doesn’t work, because the successive ratios are
\[
3/4, 4/27, 27/16, 16/243, 243/64, \cdots,
\]
and this sequence of numbers has no limit.

One the other hand, the root test yields that \( \rho \) is the lim sup of the sequence
\[
1/3, 1/2, 1/3, 1/2, 1/3, \cdots.
\]
That is, \( \rho = 1/2 \). Therefore, the series converges by the root test.
Exercise Set 6.2

In each of the following eight exercises, determine whether the indicated series converges. Justify your answer by indicating what test to use and then carrying out the details of the application of that test.

1. \[
\sum_{k=2}^{\infty} \frac{1}{k \ln k}.
\]

2. \[
\sum_{k=2}^{\infty} \frac{1}{k(\ln k)^2}.
\]

3. \[
\sum_{k=1}^{\infty} \frac{k2^k}{3^k}.
\]

4. \[
\sum_{k=0}^{\infty} \frac{5^k}{k!}.
\]

5. \[
\sum_{k=1}^{\infty} \frac{k}{(3 + (-1)^k)^k}.
\]

6. \[
\sum_{k=1}^{\infty} \frac{k!}{4^k}.
\]

7. \[
\sum_{k=1}^{\infty} \frac{\sqrt{k}}{k^2 - k + 2}.
\]

8. \[
\sum_{k=1}^{\infty} k e^{-\sqrt{k}}.
\]

9. Verify the integral formulas (6.2.1) used in the proof of the Integral Test.

10. Prove that if \( \sum_{k=1}^{\infty} a_k \) and \( \sum_{k=1}^{\infty} b_k \) are convergent series and \( c \) is a constant, then \( \sum_{k=1}^{\infty} ca_k \) and \( \sum_{k=1}^{\infty} (a_k + b_k) \) are also convergent. Furthermore,

\[
\sum_{k=1}^{\infty} ca_k = c \sum_{k=1}^{\infty} a_k, \quad \text{and} \quad \sum_{k=1}^{\infty} (a_k + b_k) = \sum_{k=1}^{\infty} a_k + \sum_{k=1}^{\infty} b_k.
\]
11. Prove that if \( \sum_{k=1}^{\infty} a_k \) converges absolutely and \( \{b_k\} \) is a bounded sequence, then \( \sum_{k=1}^{\infty} a_k b_k \) also converges absolutely.

12. Prove that if \( \sum_{k=1}^{\infty} a_k \) and \( \sum_{k=1}^{\infty} b_k \) are series and \( a_k = b_k \) except for finitely many values of \( k \), then the two series either both converge or they both diverge.

6.3 Absolute and Conditional Convergence

By Corollary 6.1.10, if a series converges absolutely, then it converges. The converse is not true. As we shall see, it is possible for a series to converge even though the corresponding series of absolute values does not converge.

Definition 6.3.1. A series which converges, but does not converge absolutely is said to converge conditionally.

Thus, a conditionally convergent series is one which converges, but its corresponding series of absolute values does not converge. For examples of conditionally convergent series, we turn to alternating series.

Alternating Series

An alternating series is one in which the terms alternate in sign – each positive term is followed by a negative term and vice-verse. Under reasonable additional conditions, such a series will converge.

Theorem 6.3.2. (Alternating Series Test) Let \( \{a_k\} \) be a non-increasing sequence of non-negative numbers which converges to 0. Then the series

\[ \sum_{k=1}^{\infty} (-1)^{k+1} a_k = a_1 - a_2 + a_3 - a_4 + \cdots \]

converges. In fact, if \( s_n \) is the \( n \)th partial sum of this series and \( s = \lim s_n \), then

\[ |s - s_n| \leq a_{n+1} \quad \text{for all} \quad n. \]

Proof. Since \( \{a_k\} \) is a non-increasing sequence of non-negative numbers, we have \( a_k - a_{k+1} \geq 0 \) for all \( k \). For \( n \) odd, this means

\[ s_{n+1} \leq s_{n+1} + a_{n+2} = s_{n+2} = s_n - (a_{n+1} - a_{n+2}) \leq s_n. \]

That is,

\[ s_{n+1} \leq s_{n+2} \leq s_n \quad \text{for odd} \quad n. \]
Similarly,
\[ s_n \leq s_{n+2} \leq s_{n+1} \quad \text{for even} \quad n. \]
Thus, \( s_2 \leq s_3 \leq s_1 \) and, after that, each term of the sequence \( \{s_n\} \) lies between the previous two terms. It follows that
\[ s_2 \leq s_4 \leq s_6 \leq \cdots \leq s_{2n} \leq s_{2n+1} \leq \cdots \leq s_5 \leq s_3 \leq s_1. \]
Hence, the subsequence of \( \{s_n\} \) consisting of terms with odd index \( n \) forms a non-increasing sequence which is bounded below, while the subsequence of terms with even index \( n \) forms a non-decreasing sequence which is bounded above. These two monotone, bounded sequences converge, and they must converge to the same limit \( s \) because
\[ |s_{n+1} - s_n| = a_{n+1} \]
and the sequence \( \{a_n\} \) converges to 0. Since \( s \) is between \( s_n \) and \( s_{n+1} \) for each \( n \), this also shows that
\[ |s - s_n| \leq a_{n+1}, \]
as claimed. \( \square \)

An alternating \( p \)-series is a series of the form
\[ 1 - \frac{1}{2^p} + \frac{1}{3^p} - \cdots + (-1)^{k-1} \frac{1}{k^p} + \cdots. \]
where \( p > 0 \).

**Example 6.3.3.** Show that each alternating \( p \)-series with \( 0 < p \leq 1 \) converges conditionally.

**Solution:** The alternating \( p \)-series satisfies the conditions of the alternating series test, since \( \{1/k^p\} \) is a decreasing sequence which converges to 0. Thus, the alternating \( p \)-series converges for all \( p > 0 \). However, the ordinary \( p \)-series \[ \sum_{k=1}^{\infty} \frac{1}{k^p} \] diverges if \( p \leq 1 \) (Example 6.2.2). Thus, the alternating \( p \)-series converges conditionally for \( 0 < p \leq 1 \).

In particular, the alternating harmonic series
\[ 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \cdots + (-1)^{k-1} \frac{1}{k} + \cdots \]
converges conditionally.

**Absolute verses Conditional Convergence**

Absolute convergence is a much stronger condition than conditional convergence. The importance of the concept of absolute convergence stems from the fact that, if the terms of an absolutely convergent series are rearranged to form a new series, then the new series converges to the same number as the original series (Theorem 6.3.5 below). This is not true of conditionally convergent
series – in fact, it fails spectacularly. A conditionally convergent series can be
rearranged so as to diverge to $\infty$ or $-\infty$ or to converge to any given number
(Theorem 6.3.4 below).

By a rearrangement of a series $\sum_{k=1}^{\infty} a_k$ we mean a series of the form $\sum_{j=1}^{\infty} a_{k(j)}$, where $k(j)$ is a one-to-one function from $\mathbb{N}$ onto $\mathbb{N}$. In other words, the rearranged series has exactly the same terms as the original series, but arranged in a different order.

**Theorem 6.3.4.** A conditionally convergent series has, for each extended real number $L$, a rearrangement that converges to $L$.

**Proof.** If $\sum_{k=1}^{\infty} a_k$ is a conditionally convergent series, then by Exercise 6.3.7, the series of positive terms of this series diverges as does the series of negative terms. Since the series of positive terms diverges, its sequence of partial sums is unbounded and, hence, has limit $\infty$. Similarly, for the series of negative terms, the partial sums have limit $-\infty$.

We will prove the theorem in the case where $L$ is a real number. The cases where $L$ is $\infty$ or $-\infty$ are left to the exercises.

Given a number $L$, we will define a sequence $\{b_j\}$ inductively in the following way: We let $b_1$ be the first positive term in $\{a_k\}$ if $0 < L$ and the first non-positive term in $\{a_k\}$ if $L \leq 0$. Suppose $b_1, b_2, \cdots, b_n$ have been chosen. We set

$$s_n = \sum_{j=1}^{n} b_j$$

and choose $b_{n+1}$ according to the following rule: If $s_n < L$ we choose $b_{n+1}$ to be the first positive term in $\{a_k\}$ that has not already been used. If $L \leq s_n$ we choose $b_{n+1}$ to be the first non-positive term in $\{a_k\}$ that has not already been used. This defines the sequence $\{b_j\}$ inductively. The series $\sum_{j=1}^{\infty} b_j$ defined in this way has the following properties:

1. Each successive partial sum $s_n$ is either as close or closer to $L$ than its predecessor $s_{n-1}$, or one of them is less than $L$ and the other is greater than or equal to $L$. In the latter case, the distance from $s_n$ to $L$ is less than $|s_n - s_{n-1}| = |b_n|$. We call $n$ a crossing integer in this case.

2. There are infinitely many crossing integers. Our description of $\sum_{j=1}^{\infty} b_j$ involves adding successive positive terms until we reach or exceed $L$ and then adding successive non-positive terms until we fall below $L$. Since the series of positive terms and the series of negative terms both diverge, no matter where a given partial sum lies we will always be able to add enough of the remaining positive terms to reach or exceed $L$ or add enough of the remaining non-positive terms to fall below $L$. Thus, crossing $L$ will occur infinitely often.
(3) All the terms of \( \{a_k\} \) are used in constructing the sequence \( \{b_j\} \), since at each step we are selecting the first positive term not already chosen or the first non-positive term not already chosen and both cases occur infinitely often. Thus, each \( a_k \) will be chosen eventually. Also, at each stage we only choose from the terms not already chosen, and so each \( a_k \) will be used just once. This means that the sequence \( \{b_j\} \) is a rearrangement of the sequence \( \{a_k\} \).

(4) Since \( \sum_{k=1}^{\infty} a_k \) converges, we have \( \lim a_k = 0 \), and this implies \( \lim b_j = 0 \) also. This is proved as follows: If \( \epsilon > 0 \), there is an \( N \) such that \( |a_k| < \epsilon \) whenever \( k > N \). However, if we choose \( M \) to be an integer such that, by stage \( M \) in our construction all the terms \( a_1, a_2, \ldots, a_N \) have been chosen, then \( j > M \) implies that \( b_j \) is not one of these terms and, hence, is a term \( a_k \) with \( k > N \). This, in turn, implies that \( |b_j| < \epsilon \).

Now (1) and (2) and (4) imply that \( \lim s_n = L \). That is, the crossing integers define a subsequence of \( \{s_n\} \) (by (2)) that is converging to \( L \) (by (1) and (4)) and, between two successive crossing integers, the sequence \( \{s_n\} \) stays at least as close to \( L \) as it was at the first crossing integer of the pair (by (1)).

Thus, \( \sum_{k=1}^{\infty} b_k \) is a rearrangement of \( \sum_{k=1}^{\infty} a_k \) which converges to \( L \).

The above theorem illustrates that a conditionally convergent series is a rather unstable object, since its sum is dependent on the order in which the terms are added. On the other hand, an absolutely convergent series is quite stable in the sense that the sum is always the same regardless of the order in which the terms are summed. That is the content of the next theorem.

**Theorem 6.3.5.** Each rearrangement of an absolutely convergent series converges to the same number as the original series.

**Proof.** Let \( \sum_{k=1}^{\infty} a_k \) be an absolutely convergent series which converges to the number \( s \). Since this series is absolutely convergent, the series \( \sum_{k=1}^{\infty} |a_k| \) also converges to a number \( t \). The difference between \( t \) and the \( n \)th partial sum of this series is

\[
\sum_{k=n+1}^{\infty} |a_k|.
\]

Because the partial sums converge to \( t \), given \( \epsilon > 0 \), there is an \( N \) such that

\[
\sum_{k=n+1}^{\infty} |a_k| < \epsilon/2 \quad \text{for all} \quad n > N. \tag{6.3.1}
\]

We fix one such \( n \), and we also choose it to be large enough so that

\[
\left| s - \sum_{k=1}^{n} a_k \right| < \epsilon/2. \tag{6.3.2}
\]
Now suppose \( \sum_{j=1}^{\infty} b_j \) is a rearrangement of \( \sum_{k=1}^{\infty} a_k \). Then \( b_j = a_{k(j)} \) for some one-to-one function \( k(j) \) of \( \mathbb{N} \) onto \( \mathbb{N} \). Let \( J \) be the largest value of \( j \) for which \( k(j) \leq n \). Then the terms \( a_1, a_2, \ldots, a_n \) of the original series all appear as terms in the partial sum \( \sum_{j=1}^{m} b_j \) as long as \( m \geq J \). For such an \( m \), the expression
\[
\sum_{j=1}^{m} b_j - \sum_{k=1}^{n} a_k
\]
is a finite sum of terms \( a_k \) with \( k > n \). By (6.3.1) and the triangle inequality, such a sum must have absolute value less than \( \epsilon/2 \). This, combined with (6.3.2), implies that
\[
\left| s - \sum_{j=1}^{m} b_j \right| < \epsilon \quad \text{whenever} \quad m \geq J.
\]
Hence, the series \( \sum_{j=1}^{\infty} b_j \) also converges to \( s \). \( \square \)

Products of Series

In calculus we are taught how to multiply two power series. The formula for doing this relies on the following result, which requires that the two series be absolutely convergent (see Exercise 6.3.12).

**Theorem 6.3.6.** Let \( \sum_{k=0}^{\infty} a_k \) and \( \sum_{j=0}^{\infty} b_j \) be two absolutely convergent series.

Then
\[
\left( \sum_{k=0}^{\infty} a_k \right) \left( \sum_{j=0}^{\infty} b_j \right) = \sum_{n=0}^{\infty} \sum_{k=0}^{n} a_k b_{n-k},
\]
(6.3.3)
where the series on the right also converges absolutely.

**Proof.** Consider the set \( S = \{a_kb_j : j, k \in \mathbb{N}\} \). The numbers in this set can be displayed in an infinite array or matrix as follows:
\[
\begin{array}{cccccc}
a_0b_0 & a_1b_0 & a_2b_0 & \cdots & a_nb_0 & \cdots \\
a_0b_1 & a_1b_1 & a_2b_1 & \cdots & a_nb_1 & \cdots \\
a_0b_2 & a_1b_2 & a_2b_2 & \cdots & a_nb_2 & \cdots \\
\vdots & \vdots & \vdots & \cdots & \vdots & \cdots \\
a_0b_n & a_1b_n & a_2b_n & \cdots & a_nb_n & \cdots \\
\vdots & \vdots & \vdots & \cdots & \vdots & \cdots \\
\end{array}
\]
(6.3.4)
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The sum of the absolute values of the members of any finite subset of this set is less than

\[ M = \left( \sum_{k=0}^{\infty} |a_k| \right) \left( \sum_{j=0}^{\infty} |b_j| \right) = \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} |a_k b_j|. \]

Since \( M \) is finite, this means that, given any series formed by summing the elements of \( S \) in some order, the corresponding series of absolute values will have partial sums bounded above by \( M \). Such a series must converge. Thus, each series formed by summing the elements of \( S \) in some order will be absolutely convergent, and all such series will converge to the same number by the previous theorem.

One series formed by summing the elements of \( S \) is

\[ a_0b_0 + a_0b_1 + a_1b_1 + a_1b_0 + a_0b_2 + a_1b_2 + a_2b_2 + a_2b_1 + a_2b_0 + \cdots. \]

That is, in the array (6.3.4), for successive values of \( n \), we sum from left to right along the \( n \)th row to the main diagonal and then along \( n \)th column from the main diagonal back to the top row. The \( n^2 \) partial sum of this sequence is

\[ \left( \sum_{k=0}^{n} a_k \right) \left( \sum_{j=0}^{n} b_j \right) = \sum_{j=0}^{n} \sum_{k=0}^{n} a_k b_j. \]

This sequence of numbers converges to the left side of equation (6.3.3).

Another way of summing the numbers in the set \( S \) yields the series

\[ \sum_{n=0}^{\infty} \sum_{k=0}^{n} a_k b_{n-k}. \]

This is obtained by summing the array (6.3.4) along diagonals of the form \( k + j = n \) for successive values of \( n \). The resulting sum is the right side of equation (6.3.3). Since these two series must sum to the same number by the previous theorem, Equation (6.3.3) is true.

Exercise Set 6.3

In each of the next five exercises, determine whether the given series converges absolutely, converges conditionally, or diverges. Justify your answer.

1. \[ \sum_{k=1}^{\infty} \frac{(-1)^k}{k^{1/3}}. \]

2. \[ \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k^2}. \]
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3. \[ \sum_{k=2}^{\infty} \frac{(-1)^k}{\ln(k)}. \]

4. \[ \sum_{k=1}^{\infty} (-1)^{k-1} \frac{2^k}{2^k + k^2}. \]

5. \[ \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k^2 + (-1)^k}. \]

6. Give an example of two convergent series \( \sum_{k=1}^{\infty} a_k \) and \( \sum_{k=1}^{\infty} b_k \) such that the series \( \sum_{k=1}^{\infty} a_k b_k \) diverges.

7. If \( \sum_{k=1}^{\infty} a_k \) is a series, we set \( a_k^+ = a_k \) if \( a_k > 0 \), \( a_k^- = 0 \) if \( a_k \leq 0 \)
and \( a_k^- = a_k \) if \( a_k < 0 \), \( a_k^+ = 0 \) if \( a_k > 0 \). Prove that if the series is conditionally convergent, then both \( \sum_{k=1}^{\infty} a_k^- \) and \( \sum_{k=1}^{\infty} a_k^+ \) diverge.

8. Approximate the sum of the alternating harmonic series

\[ 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \cdots + (-1)^{n-1} \frac{1}{n} + \cdots \]

to within .01 by computing an appropriate partial sum. You will need a calculator or computer.

9. For the alternating harmonic series of the preceding exercise, follow the procedure used in the proof of Theorem 6.3.4 to rearrange the series so that it converges to \( \sqrt{2} \). Carry out this procedure until the partial sum of your new series is within .02 of \( \sqrt{2} \). You will need a calculator or a computer.

10. Show how to modify the proof of Theorem 6.3.4 to cover the cases \( L = \infty \) and \( L = -\infty \).

11. The geometric series \( \sum_{k=0}^{\infty} 2^{-k} \) converges to 2. Use the product formula of Theorem 6.3.6 to show that the series \( \sum_{k=0}^{\infty} \frac{(-1)^k}{\sqrt{k+1}} \) converges to 4.

12. Show that the product formula in Theorem 6.3.6 may fail to be true if the series involved are not absolutely convergent. Hint: consider the case where both series are \( \sum_{k=0}^{\infty} \frac{(-1)^k}{\sqrt{k+1}} \).
6.4 Power Series

One of the most useful and widely used techniques of modern mathematics is that of expressing a complicated function as the sum of a series of simple functions. Examples include power series, Fourier series, and various eigenfunction expansions for differential equations. All involve series whose terms are functions rather than numbers.

Series of Functions

Consider a series of the form

\[ \sum_{k=1}^{\infty} f_k(x) = f_1(x) + f_2(x) + f_3(x) + \cdots + f_k(x) + \cdots, \]  

(6.4.1)

where \( I \) is an interval in \( \mathbb{R} \) and each of the functions \( f_k(x) \) is a function defined on \( I \). For each fixed value of \( x \in I \), this is just an ordinary series of numbers and it may or may not converge. The series may converge for some values of \( x \) and not for others. On the subset of \( I \) for which the series does converge, it defines a new function

\[ g(x) = \sum_{k=1}^{\infty} f_k(x). \]

This function is the limit of the sequence of functions

\[ g_n(x) = \sum_{k=1}^{n} f_k(x) \]

obtained by taking the partial sums of the series.

There are many questions one can ask about this situation: if the functions \( f_k(x) \) are continuous or differentiable, is the same thing true of the function \( g \) that the series converges to? Can we integrate the function \( g \) over a subinterval of \( I \) by integrating the series term by term? When can we differentiate \( g \) by differentiating the series term by term? We can give satisfactory answers to a couple of these questions right away.

**Definition 6.4.1.** We say a series of functions (6.4.1) converges uniformly to \( g \) on \( I \) if its sequence of partial sums \( \{g_n\} \) converges uniformly to \( g \).

**Theorem 6.4.2.** If each \( f_k \) is a continuous function on \( I \) and the series (6.4.1) converges uniformly to \( g \) on \( I \), then \( g \) is also continuous on \( I \).

**Proof.** If the series (6.4.1) converges uniformly to \( g \) on \( I \), then its sequence of partial sums \( \{g_n\} \) converges uniformly to \( g \) on \( I \). Each \( g_n \) is a finite sum of functions \( f_k \) which are continuous on \( I \) and, hence, is also continuous on \( I \). Since the limit of a uniformly convergent sequence of continuous functions is continuous (Theorem 3.4.4), we conclude that \( g \) is continuous on \( I \). \( \square \)
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The proof of the next theorem is very similar – the theorem follows directly from the analogous result about integrating the uniform limit of a sequence of functions (Exercise 5.2.12). We leave the details to the exercises.

**Theorem 6.4.3.** If each $f_k$ is continuous on $[a, b]$ and the series (6.4.1) converges uniformly to $g$ on $[a, b]$, then

$$\int_a^b g(x) \, dx = \sum_{k=1}^{\infty} \int_a^b f_k(x) \, dx.$$  

This means, in particular, that the series on the right converges.

**Weierstrass M-test**

The following is a test for uniform convergence of a series. It follows from an analogous test for uniform convergence of sequences (Theorem 3.4.6).

**Theorem 6.4.4. (Weierstrass M-test)** A series of functions (6.4.1) on an interval $I$ converges uniformly on $I$ if there is a convergent series of positive terms

$$\sum_{k=1}^{\infty} M_k$$

such that $|f_k(x)| \leq M_k$ for all $x \in I$ and all $k \in \mathbb{N}$.

**Proof.** By the comparison test, at each $x$ the series (6.4.1) converges to a number $g(x)$. If

$$g_n(x) = \sum_{k=1}^{n} f_k(x)$$

then

$$|g(x) - g_n(x)| = \left| \sum_{k=n+1}^{\infty} f_k(x) \right| \leq \sum_{k=n+1}^{\infty} |f_k(x)|$$

$$\leq \sum_{k=n+1}^{\infty} M_k = S - S_n$$

where $S$ and $S_n$ are the sum and $n$th partial sum of the series $\sum_{k=1}^{\infty} M_k$. Since this series converges, $\lim(S - S_n) = 0$. The theorem now follows from Theorem 3.4.6.

**Example 6.4.5.** Analyze the Fourier Series

$$\sum_{k=1}^{\infty} \frac{\cos kx}{k^2},$$

using the preceding three theorems.
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Solution: We have \( |\cos \frac{kx}{k^2}| \leq \frac{1}{k^2} \) for all \( x \in \mathbb{R} \). The series \( \sum_{k=1}^{\infty} \frac{1}{k^2} \) converges, since it is a \( p \)-series with \( p > 1 \). Thus, it follows from the Weierstrass \( M \)-test that the series \( \sum_{k=1}^{\infty} \frac{\cos kx}{k^2} \) converges uniformly on \( \mathbb{R} \). The function \( g \) that it converges to is continuous on \( \mathbb{R} \) by Theorem 6.4.2. On every bounded interval \([a, b]\), we have

\[
\int_{a}^{b} g(x) \, dx = \sum_{k=1}^{\infty} \frac{1}{k^2} \int_{a}^{b} \cos kx \, dx = \sum_{k=1}^{\infty} \frac{1}{k^3} (\sin kb - \sin ka),
\]

also by Theorem 6.4.2.

Power Series

A power series centered at \( a \) is a series of the form

\[
\sum_{k=0}^{\infty} c_k(x-a)^k \tag{6.4.2}
\]

This is a series with terms \( c_k(x-a)^k \) which are very simple – they are simple monomials in \((x-a)\) and, hence, each is defined on all of \( \mathbb{R} \), is continuous and, in fact, has derivatives of all orders. The partial sums of a power series are polynomials.

A power series may converge for some values of \( x \) and not for others. The next theorem tells us a great deal about this question.

**Theorem 6.4.6.** Given a power series (6.4.2), let

\[
R = \frac{1}{\limsup |c_k|^{1/k}},
\]

where we interpret \( R \) to be \( \infty \) (resp. 0) if \( \limsup |c_k|^{1/k} = 0 \) (resp. \( \infty \)).

If \( R > 0 \), then the series (6.4.2) converges for each \( x \) with \( |x-a| < R \) and diverges for each \( x \) with \( |x-a| > R \). Furthermore, the series converges uniformly on every interval of the form \([a-r, a+r]\) with \( 0 < r < R \). If \( R = 0 \), then the series converges only when \( x = a \).

**Proof.** We first suppose \( R > 0 \). Given any \( r > 0 \), we have

\[
\limsup |c_k r^k|^{1/k} = r \limsup |c_k|^{1/k} = \frac{r}{R}. \tag{6.4.3}
\]

Now suppose \( |x-a| = r > R \). Then \( |c_k(x-a)^k| = |c_k|r^k \) and the series (6.4.2) diverges, by (6.4.3) and the root test.

On the other hand, if \( r < R \) and \( |x-a| \leq r \), then \( |c_k(x-a)^k| \leq |c_k|r^k \). In this case \( \sum_{k=1}^{\infty} |c_k|r^k \) converges, by the root test and (6.4.3). Then the Weierstrass
M-test implies that the series (6.4.2) converges uniformly on the closed interval 
\([a - r, a + r] = \{x : |x - a| \leq r\}\).

The uniform convergence of (6.4.2) on \([a - r, a + r]\) for every \(r < R\) implies that the series converges on \((a - R, a + R)\), since for every \(x\) in this interval, there is an \(r < R\) such that \(x\) is also in the interval \([a - r, a + r]\).

If \(R = 0\) – that is, if \(\limsup |c_k|^{1/k} = \infty\) – then the only value of \(x\) that will lead to \(\limsup |c_k(x - a)^k|^{1/k} < 1\) is \(x = a\). Thus, the power series converges only at \(x = a\) in this case.

The above theorem tells us that the convergence set for a power series (6.4.2) is an interval of radius \(R = (\limsup |c_k|^{1/k})^{-1}\), centered at \(a\). The number \(R\) is called the radius of convergence of the series. Since the theorem says nothing when \(|x - a| = R\), it does not tell us whether this interval is open, closed, or half-open, half-closed. Each of these possibilities occurs.

**Example 6.4.7.** Give examples where the three possibilities mentioned in the previous paragraph occur.

**Solution** The examples are

\[
\begin{align*}
(a) \quad & \sum_{k=0}^{\infty} x^k \\
(b) \quad & \sum_{k=0}^{\infty} \frac{x^k}{k} \\
(c) \quad & \sum_{k=0}^{\infty} \frac{x^k}{k^2}.
\end{align*}
\]

In each case, the radius of convergence \(R\) is 1, since

\[1 = \lim k^{1/k} = (\lim k^{1/k})^2 = \lim (k^2)^{1/k}.
\]

When \(x = \pm 1\), series (a) diverges by the term test, since its terms are all \(\pm 1\); thus, its interval of convergence is \((-1, 1)\).

Series (b) is the harmonic series when \(x = 1\) and the alternating harmonic series when \(x = -1\); thus, its interval of convergence is \([-1, 1]\).

Series (c) is the \(p\)-series with \(p = 2\) at \(x = 1\) and the alternating \(p\)-series with \(p = 2\) when \(x = -1\). Both series are convergent and so the interval of convergence for (c) is \([-1, 1]\).

**Remark 6.4.8.** Although the expression for the radius of convergence \(R\), given in the previous theorem, is useful because it makes sense regardless of the series, it is often the case that the ratio test provides a more practical method for calculating the radius of convergence of a power series.

**Example 6.4.9.** Find the radius of convergence of the power series \(\sum_{k=1}^{\infty} \frac{x^k}{k!}\).

**Solution:** We apply the ratio test. We have

\[\lim \left| \frac{x^{k+1}}{(k+1)!} / \frac{x^k}{k!} \right| = \lim \frac{|x|}{k+1} = 0\]

for all \(x\). Thus, the series converges for all \(x\) and its radius of convergence is \(+\infty\).
Integration of Power Series

Since a power series centered at \(a\), with radius of convergence \(R\), converges uniformly on each interval of the form \([a - r, a + r]\) with \(0 < r < R\), our earlier theorems concerning continuity (Theorem 6.4.2) and term by term integration (Theorem 6.4.3) apply. They lead to the following theorem.

**Theorem 6.4.10.** If \(f(x) = \sum_{k=0}^{\infty} c_k(x - a)^k\) on \((a - R, a + R)\), where \(R\) is the radius of convergence of this series, then \(f\) is continuous on \((a - R, a + R)\) and

\[
\int_a^x f(t) \, dt = \sum_{k=0}^{\infty} \frac{c_k}{k+1} (x - a)^{k+1},
\]

if \(x \in (a - R, a + R)\). The latter series also has radius of convergence \(R\).

**Proof.** The continuity of \(f\) is a direct consequence of Theorem 6.4.2, while the integral formula follows directly from Theorem 6.4.3 and the fact that

\[
\int_a^x (t - a)^k \, dt = \frac{(x - a)^{k+1}}{k+1}
\]

The statement about radius of convergence is proved as follows: If we factor \((x - a)\) out of the series in (6.4.4), the remaining factor is

\[
\sum_{k=0}^{\infty} \frac{c_k}{k+1} (x - a)^k,
\]

which clearly has the same convergence set and radius of convergence. By Theorem 6.4.6, its radius of convergence is the inverse of

\[
\lim \sup \left( \frac{|c_k|}{k+1} \right)^{1/k} = \lim \sup |c_k|^{1/k} \lim \frac{1}{(k+1)^{1/k}} = \lim \sup |c_k|^{1/k},
\]

which is the radius of convergence of the original series. Here, the first equality follows from Exercise 2.6.8, while the second equality follows from the fact that \(\lim(1 + k)^{1/k} = 1\) (a simple consequence of l’Hôpital’s Rule). Thus, the series in (6.4.4) has the same radius of convergence as the original series.

**Example 6.4.11.** Find a power series in \(x\) which converges to \(\ln(1 + x)\) in an open interval centered at 0. What is the largest such open interval?

**Solution:** If \(|x| < 1\), the geometric series \(\sum_{k=0}^{\infty} x^k\) converges to \(\frac{1}{1 - x}\). If we replace \(x\) by \(-t\) in this series, the result is

\[
\frac{1}{1 + t} = \sum_{k=0}^{\infty} (-t)^k \quad \text{for} \quad |t| < 1.
\]
If we integrate with respect to $t$ from 0 to $x$, then it follows from the previous theorem that

$$\ln 1 + x = \sum_{k=0}^{\infty} (-1)^k \frac{x^{k+1}}{k+1} = \sum_{k=1}^{\infty} (-1)^{k-1} \frac{x^k}{k}.$$  

for $|x| < 1$. The radius of convergence of this series is $(\limsup(1/k)^{1/k})^{-1} = 1$ and so $(-1, 1)$ is the largest open interval on which this series converges to $\ln(1 + x)$.

**Differentiation of Power Series**

We may also differentiate power series term by term.

**Theorem 6.4.12.** If $f(x) = \sum_{k=0}^{\infty} c_k (x - a)^k$ on $(a - R, a + R)$, where $R$ is the radius of convergence of this series, then $f$ is differentiable on $(a - R, a + R)$ and, on this interval,

$$f'(x) = \sum_{k=1}^{\infty} k c_k (x - a)^{k-1}. \quad (6.4.5)$$

This series also has radius of convergence $R$.

**Proof.** We set

$$g(x) = \sum_{k=1}^{\infty} k c_k (x - a)^{k-1}.$$

This series has the same radius of convergence as the series

$$\sum_{k=1}^{\infty} k c_k (x - a)^k = (x - a) \sum_{k=1}^{\infty} k c_k (x - a)^{k-1},$$

and that is

$$(\limsup |k c_k|^{1/k})^{-1} = (\lim k^{1/k} \limsup |c_k|^{1/k})^{-1} = R,$$

since $\lim k^{1/k} = 1$.

To complete the proof, we just need to show that $g$ is the derivative of $f$. However, by the previous theorem,

$$\int_a^x g(t) \, dt = \sum_{k=1}^{\infty} c_k (x - a)^k = f(x) - c_0.$$

By the Second Fundamental Theorem, $f'(x) = g(x)$.  $\square$
Example 6.4.13. Find a power series in $x$ which converges to $\frac{1}{(1-x)^2}$ on an open interval centered at 0. What is the largest interval on which this power series expansion is valid?

Solution: As in the last example, we begin with the power series expansion of $\frac{1}{1-x}$ on $(-1,1)$,

$$\frac{1}{1-x} = \sum_{k=0}^{\infty} x^k.$$ 

If we differentiate, using the previous theorem, the result is

$$\frac{1}{(1-x)^2} = \sum_{k=1}^{\infty} kx^{k-1} = \sum_{k=0}^{\infty} (k+1)x^k.$$ 

on $(-1,1)$. By the theorem, this series has radius of convergence 1. Thus, $(-1,1)$ is the largest open interval on which this expansion is valid.

Exercise Set 6.4

1. Prove that the function $f(x) = \sum_{k=1}^{\infty} \frac{x^k}{k^2}$ is continuous on the interval $[-1,1]$.

2. Prove that the function $f(x) = \sum_{k=1}^{\infty} \frac{\sin kx}{2^k}$ is continuous on the entire real line.

3. Let $\{f_k\}$ be a sequence of differentiable functions on $(a,b)$ and suppose there is a point $c \in (a,b)$ such that the series $\sum_{k=1}^{\infty} f_k(c)$ converges. Suppose also that the sequence of derivatives $\{f'_k\}$ satisfies $|f'_k(x)| \leq M_k$ on $(a,b)$ and the series $\sum_{k=1}^{\infty} M_k$ converges. Then prove that the series defining

$$f(x) = \sum_{k=1}^{\infty} f_k(x) \quad \text{and} \quad g(x) = \sum_{k=1}^{\infty} f'_k(x)$$ 

converge on $(a,b)$ and $f$ is differentiable with derivative $g$ on $(a,b)$.

In each of the next five exercises, find the radius of convergence of the indicated power series.

4. $\sum_{k=1}^{\infty} \frac{1}{k3^k} x^k$. 

5. \[ \sum_{k=0}^{\infty} \frac{(-1)^{k-1}}{k+1} (x + 2)^k. \]

6. \[ \sum_{k=1}^{\infty} \frac{1}{k^{3/2}} x^k. \]

7. \[ \sum_{k=0}^{\infty} k! (x - 5)^k. \]

8. \[ \sum_{k=0}^{\infty} 2^k x^{2k}. \]

9. Beginning with the geometric series which converges to \( \frac{1}{1-x} \) on \((-1, 1)\), find power series which converge to \( \frac{1}{1+x^2} \) and to \( \arctan x \) on this same interval.

10. Prove that if \( f(x) \) is the sum of a power series centered at \( a \) and with radius of convergence \( R \), then \( f \) is infinitely differentiable on \((a - R, a + R)\) — that is, its derivative of order \( m \) exists on this interval for all \( m \in \mathbb{N} \).

11. Suppose functions \( g \) and \( h \) are defined by
   \[
   g(x) = x + \frac{x^3}{3!} + \frac{x^5}{5!} + \cdots + \frac{x^{2n+1}}{(2n+1)!} + \cdots
   \]
   \[
   h(x) = 1 + \frac{x^2}{2!} + \frac{x^4}{4!} + \cdots + \frac{x^{2n}}{(2n)!} + \cdots.
   \]
   Find the interval of convergence for each of these functions.

12. Prove that the functions in the previous exercise satisfy \( g' = h \) and \( h' = g \).

13. Prove Theorem 6.4.3.

### 6.5 Taylor’s Formula

**Definition 6.5.1.** Suppose \( f \) is a function defined in an open interval containing \( a \). If there is a power series, centered at \( a \), which converges to \( f \) in some open interval centered at \( a \), then we will say that \( f \) is **analytic** at \( a \). If \( f \) is analytic at every point of an open interval \( I \), then we will say that \( f \) is analytic on \( I \).

When can we expect that \( f \) is analytic at \( a \)? According to Exercise 6.4.10, if \( f \) is the sum of a power series in some interval centered at \( a \), then \( f \) is infinitely differentiable in this interval (meaning its \( n \)th derivative exists for every \( n \in \mathbb{N} \)). Thus, in order for a function to be analytic at \( a \) it must be infinitely differentiable in some interval centered at \( a \). However, this is not enough. In fact Exercise 6.5.13 shows that there is a function which is infinitely differentiable in an open interval centered at 0, but is not the sum of a power series centered at 0.
Power Series Coefficients

If a function is analytic at \( a \) – that is, it has a power series expansion centered at \( a \), then it is easy to see what the coefficients of the power series expansion must be.

**Theorem 6.5.2.** Suppose \( f(x) = \sum_{k=0}^{\infty} c_k(x-a)^k \), where this series converges to \( f(x) \) on an open interval containing \( a \). Then \( c_n = \frac{f^{(n)}(a)}{n!} \) for each \( n \).

**Proof.** We prove by induction that the \( n \)th derivative of \( f \) is

\[
f^{(n)}(x) = \sum_{k=n}^{\infty} \frac{k!}{(k-n)!} c_k(x-a)^{k-n}. \tag{6.5.1}
\]

When \( n = 1 \), this just says that

\[
f'(x) = \sum_{k=1}^{\infty} k c_k(x-a)^{k-1},
\]

which is true by Theorem 6.4.12.

If we assume that (6.5.1) is true for a given \( n \), then by differentiating it and again using Theorem 6.4.12, we obtain

\[
f^{(n+1)}(x) = \sum_{k=n}^{\infty} \frac{k!}{(k-n)!} (k-n)c_k(x-a)^{k-n-1}
= \sum_{k=n+1}^{\infty} \frac{k!}{(k-n-1)!} c_k(x-a)^{k-n-1}.
\]

Since this is (6.5.1) with \( n \) replaced by \( n+1 \), the induction is complete and we conclude that (6.5.1) is true for all \( n \in \mathbb{N} \).

If we set \( x = a \) in (6.5.1), all terms vanish except for the first one (the one where \( k = n \)). Thus,

\[
f^{(n)}(a) = n!c_n \quad \text{or} \quad c_n = \frac{f^{(n)}(a)}{n!}.
\]

**Taylor’s Formula**

The previous theorem tells us that the only power series, centered at \( a \), that could possibly converge to \( f(x) \) in an interval centered at \( a \) is the power series

\[
\sum_{k=0}^{\infty} \frac{f^{(k)}(a)}{k!} (x-a)^k. \tag{6.5.2}
\]
This is called the Taylor Series for \( f \) at \( a \). The \( n \)th partial sum of this series,

\[
f(a) + f'(a)(x - a) + \frac{f''(a)}{2!}(x - a)^2 + \cdots + \frac{f^{(n)}(a)}{n!}(x - a)^n
\]

is called the \( n \)th Taylor polynomial for \( f \) at \( a \). The function \( f \) is analytic at \( a \) if and only if the sequence of Taylor polynomials for \( f \) converges to \( f \) in some open interval centered at \( a \). Taylor’s Formula helps decide whether this is true by providing a formula for the remainder when \( f \) is approximated by its \( n \)th Taylor polynomial.

**Theorem 6.5.3. (Taylor’s Formula)** Let \( f \) be a function which has continuous derivatives up through order \( n + 1 \) in an open interval \( I \) centered at \( a \). Then, for each \( x \in I \),

\[
f(x) = f(a) + f'(a)(x - a) + \cdots + \frac{f^{(n)}(a)}{n!}(x - a)^n + R_n(x),
\]  

(6.5.3)

where

\[
R_n(x) = \frac{f^{(n+1)}(c)}{(n + 1)!}(x-a)^{n+1},
\]

(6.5.4)

for some \( c \) between \( a \) and \( x \).

*Proof.* This theorem is reminiscent of the Mean Value Theorem. In fact, in the case \( n = 0 \), it is the Mean Value Theorem. It is not surprising that its proof mimics the proof of the Mean Value Theorem.

We set

\[
R_n(x) = f(x) - f(a) - f'(a)(x - a) - \cdots - \frac{f^{(n)}(a)}{n!}(x - a)^n,
\]

so that (6.5.3) holds. We then define a function \( s(t) \) on \( I \) by

\[
s(t) = f(x) - f(t) - f'(t)(x - t) - \cdots - \frac{f^{(n)}(t)}{n!}(x - t)^n - R_n(x) \left( \frac{x-t}{x-a} \right)^{n+1}.
\]

Then \( s(a) = s(x) = 0 \), and so there must be a critical point \( c \) for \( s \) somewhere strictly between \( a \) and \( x \). Since \( s \) is differentiable on \( I \), this critical point must be a point where \( s' \) is 0 — that is, \( s'(c) = 0 \). In the calculation of \( s' \), all the terms cancel except two at the very end, leaving

\[
0 = s'(c) = -\frac{f^{(n+1)}(c)}{n!}(x-c)^n + (n + 1)R_n(x) \frac{x - c}{x-a}^{n+1}.
\]

Equation (6.5.4) follows from this when we solve for \( R_n(x) \).

---

**Example 6.5.4.** Find the Taylor series expansion of \( e^x \) at 0 and tell for which values of \( x \) this expansion converges to \( e^x \).
Solution: The function \( e^x \) is infinitely differentiable on \( \mathbb{R} \) with \( k \)th derivative equal to \( e^x \) for all \( x \). Thus, its \( k \)th derivative evaluated at 0 is 1 for all \( k \). Taylor’s Formula then tells us that

\[
e^x = 1 + x + \frac{x^2}{2!} + \cdots + \frac{x^n}{n!} + R_n(x),
\]

where

\[
R_n(x) = e^c \frac{x^{n+1}}{(n+1)!},
\]

for some \( c \) between 0 and \( x \).

For all values of \( x \) and \( c \), \( \lim e^c \frac{x^{n+1}}{(n+1)!} = 0 \) (Exercise 6.5.1). This implies that the Taylor polynomials for \( e^x \) converge to \( e^x \) for all \( x \in \mathbb{R} \) – that is, the Taylor series expansion

\[
e^x = \sum_{k=0}^{\infty} \frac{x^k}{k!} = e^x = 1 + x + \frac{x^2}{2!} + \cdots + \frac{x^n}{n!} + \cdots \quad (6.5.5)
\]
is valid for all \( x \in \mathbb{R} \).

Example 6.5.5. Find the Taylor series expansion of \( \sin x \) at 0 and tell for which values of \( x \) this expansion converges to \( \sin x \).

Solution: The function \( f(x) = \sin x \) is infinitely differentiable on \( \mathbb{R} \) and its first 4 derivatives are

\[
f'(x) = \cos x, \quad f''(x) = -\sin x, \quad f'''(x) = -\cos x, \quad f^{(4)}(x) = \sin x.
\]

Since \( f^{(4)} = f \), we have \( f^{(n+4)} = f^{(n)} \) for every non-negative integer \( n \). Thus, at 0 the \( \sin \) and its derivatives form the following repeating sequence with period 4:

\[
0, 1, 0, -1, 0, 1, 0, -1, 0, \ldots.
\]

Hence, Taylor’s formula for \( \sin x \) at \( a = 0 \) is

\[
x - \frac{x^3}{3!} + \frac{x^5}{5!} - \cdots + (-1)^n \frac{x^{2n+1}}{(2n+1)!} + R_{2n+2}(x),
\]

where

\[
R_{2n+2}(x) = \sin^{(2n+3)}(c) \frac{x^{2n+3}}{(2n+3)!} \quad \text{for some} \quad c.
\]

The reason we use \( R_{2n+2}(x) \) rather than \( R_{2n+1}(x) \) for the remainder (they are actually equal, since the term of degree \( 2n+2 \) is 0 in Taylor’s Formula for \( \sin x \)) is that we get better estimates on the size of the remainder if we use \( R_{2n+2}(x) \).

Since \( |\sin^{(2n+3)}(c)| \leq 1 \), we have

\[
|R_{2n+2}(x)| \leq \frac{|x|^{2n+3}}{(2n+3)!}.
\]
which implies that the remainder has limit 0 for all \( x \) (see Exercise 6.5.1). Thus, the Taylor series expansion

\[
\sin x = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \cdots + (-1)^n \frac{x^{2n+1}}{(2n+1)!} + \cdots
\]

is valid for all \( x \in \mathbb{R} \).

**Example 6.5.6.** Find an estimate for the error if \( \sin x \) is approximated by \( x - \frac{x^3}{3!} \) for \( x \) in the interval \([-\pi/4, \pi/4]\). By an estimate for the error, we mean an upper bound for the error which is as close to the actual error as possible without going to extraordinary effort.

**Solution:** By the previous exercise, the difference between \( \sin x \) and its third degree Taylor polynomial has absolute value less than or equal to

\[
\frac{|x|^5}{5!} \leq \left(\frac{\pi}{4}\right)^5 \frac{1}{5!} < 0.0002
\]

for \( -\pi/4 \leq x \leq \pi/4 \).

### Lagrange’s Form for the Remainder

The following integral formula for the remainder in Taylor’s Formula sometimes leads to better estimates on the size of the remainder than does the usual form.

**Theorem 6.5.7.** If \( f \) is a function with continuous derivatives up through order \( n + 1 \) on an open interval \( I \) containing \( a \) and \( x \), then the remainder \( R_n(x) \) in Taylor’s formula for \( f \) at \( a \) can be written as

\[
R_n(x) = \frac{1}{n!} \int_a^x (x-t)^n f^{(n+1)}(t) \, dt \tag{6.5.6}
\]

**Proof.** We prove (6.5.6) by induction on \( n \) with the base case being \( n = 0 \). In the case where \( n = 0 \), Taylor’s formula is

\[
f(x) = f(a) + R_0(x) \quad \text{so that} \quad R_0(x) = f(x) - f(a).
\]

Equation (6.5.6) in this case is

\[
f(x) - f(a) = \int_a^x f'(t) \, dt,
\]

which is just the Fundamental Theorem of Calculus. Thus, (6.5.6) holds when \( n = 0 \).

For the induction step, we assume (6.5.6) holds for a given \( n \) and proceed to prove that it then holds for \( n + 1 \). If we apply integration by parts to the integral on the right side of (6.5.6), the result is

\[
R_n(x) = \frac{f^{(n+1)}(a)}{(n+1)!} (x-a)^{n+1} + \frac{1}{(n+1)!} \int_a^x (x-t)^{n+1} f^{(n+2)}(t) \, dt.
\]

Since, \( R_{n+1}(x) = R_n(x) - \frac{f^{(n+1)}(a)}{(n+1)!} (x-a)^{n+1} \), this proves (6.5.6) holds with \( n \) replaced by \( n + 1 \), thus completing the induction step. \( \square \)
Example 6.5.8. Find a power series expansion for \( f(x) = (1 + x)^p \) which is valid on \((-1, 1)\), where \( p \) is any real number.

Solution: The derivatives of \( f \) are

\[
p(1 + x)^{p-1}, \; p(p-1)(1 + x)^{p-2}, \; \cdots, \; p(p-1) \cdots (p-n+1)(1 + x)^{p-n} \cdots.
\]

The \( n \)th derivative evaluated at 0 is \( p(p-1) \cdots (p-n+1) \). Thus, Taylor’s formula for \( f \) is

\[
(1 + x)^p = 1 + px + \frac{p(p-1)}{2} x^2 + \cdots + \frac{p(p-1) \cdots (p-n+1)}{n!} x^n + R_n(x),
\]

where

\[
R_n(x) = \frac{p(p-1) \cdots (p-n)}{n!} \int_0^x \frac{(x-t)^n}{(1+t)^{n+1-p}} \, dt,
\]

if we use Lagrange’s form of the remainder. However, since \( t \) is between 0 and \( x, t \) and \( x \) have the same sign, and this implies that

\[
\left| \frac{x-t}{t+1} \right| \leq |x|.
\]

(Exercise 6.5.9). From this, we conclude that

\[
|R_n(x)| \leq \frac{p(p-1) \cdots (p-n)}{n!} |x|^n \int_0^x (1+t)^{p-1} \, dt.
\]

This is just the constant \( \int_0^x (1+t)^{p-1} \, dt \) times the absolute value of the \( n \)th term in the power series

\[
1 + px + \frac{p(p-1)}{2} x^2 + \cdots + \frac{p(p-1) \cdots (p-n+1)}{n!} x^n + \cdots,
\]

which happens to be the Taylor series for \((1 + x)^p\) at 0. If we can show that this series converges when \(|x| < 1\), then the Term Test implies its sequence of terms converges to 0 and, by the above, this shows that the remainder \( R_n(x) \) converges to 0 and, hence, that this series converges to \((1 + x)^p\) when \(|x| < 1\).

We prove that (6.5.8) converges on \((-1, 1)\) by using the Ratio Test. For the absolute value of the ratio of term \( n+1 \) to term \( n \), we get

\[
\frac{|p-n|}{n+1} |x|
\]

which has limit \(|x|\) as \( n \to \infty \). Hence, the series (6.5.8) converges for \(|x| < 1\) and it converges to \((1 + x)^p\).

Note that when \( p \) is a positive integer, the series (6.5.8) terminates at \( n = p \), that is, all terms with \( n > p \) are zero and Taylor’s Formula for \((1 + x)^p\) at 0,
with \( n \geq p \) is just
\[
(1 + x)^p = 1 + px + \frac{p(p-1)}{2}x^2 + \cdots + \frac{p(p-1)\cdots(p-p+1)}{p!}x^p \\
= \sum_{k=0}^{p} \frac{p!}{k!(p-k)!} x^k
\] (6.5.9)
which is the Binomial Theorem (Theorem 1.2.6) with \( a = 1 \) and \( b = x \). The Binomial Theorem for general \( a \) and \( b \) can be deduced from this (Exercise 6.5.14).

**Exercise Set 6.5**

1. Prove that \( \lim_{n \to \infty} \frac{x^n}{n!} = 0 \) for all \( x \).
2. Find the Taylor Series expansion for \( \cos x \) at 0 and show that it converges for all \( x \).
3. Use Taylor’s Formula to estimate the error if \( \cos x \) is approximated by \( 1 - \frac{x^2}{2} \) on the interval \([-1,1]\).
4. What is the smallest \( n \) for which we can be sure that
\[
1 + \frac{1}{2} + \frac{1}{3!} + \cdots + \frac{1}{n!}
\]
is within .001 of e?
5. What is Taylor’s Formula for the function \( f(x) = \sqrt{1+x} \) with \( a = 0 \)?
6. What is Taylor’s Formula for the function \( f(x) = x^3 - x^2 - 4x + 4 \) with \( a = 1 \)?
7. What is Taylor’s Formula for \( \ln(1+x) \) with \( a = 0 \). Compare with Example 6.4.11.
8. Use the Binomial series with \( p = -1/2 \) to get a power series expansion for \( \frac{1}{\sqrt{1-x}} \) valid on \((-1,1)\). Use this to get power series expansions for first \( \frac{1}{\sqrt{1-x^2}} \), and then \( \arcsin x \) on this same interval.
9. Prove that if \( x \in (-1,1) \) and \( t \) is between 0 and \( x \) (so that \( t \) and \( x \) have the same sign and \( |t| \leq |x| < 1 \)), then
\[
\left| \frac{x-t}{t+1} \right| \leq |x|.
\]
10. Verify the computation of \( s’ \) given in the proof of Theorem 6.5.3.
11. Prove that if \( f \) is an infinitely differentiable function on \((a - r, a + r)\) and there is a constant \( K \) such that
\[
|f^{(n)}(x)| \leq K \frac{n!}{r^n}
\]
for all \( n \in \mathbb{N} \) and all \( x \in (a - r, a + r) \), then the Taylor Series for \( f \) at \( a \) converges to \( f \) on \((a - r, a + r)\).

12. Use l’Hôpital’s Rule to show that \( \lim_{x \to 0} \frac{e^{-1/x^2}}{x^n} = 0 \) for every \( n \).

13. If \( g(x) = e^{-1/x^2} \) for \( x \neq 0 \) and \( g(0) = 0 \), show that \( g \) is infinitely differentiable on the entire real line, but all of its derivatives at 0 are equal to 0. Argue that this means that \( g \) cannot be analytic at 0. Hint: use the previous exercise to help compute the derivatives of \( g \) at 0.

14. Prove that the Binomial Formula (Theorem 1.2.6) for a general \( a \) and \( b \) follows from the Taylor Series expansion (6.5.9) of \((1 + x)^p\) for \( p \) a positive integer.

15. Give a new proof that \( e^x e^y = e^{x+y} \) by using the Taylor series expansion for \( e^x \) (6.5.5) and the product formula of Theorem 6.3.6. You will also need to use the binomial formula.
Chapter 7

Convergence in Euclidean Space

With this chapter we begin our study of calculus in several variables. The first task is to define $\mathbb{R}^d$ – Euclidean space of dimension $d$. We will then study convergence of sequences of points in this space and introduce the concepts of open and closed sets. These are generalizations to $\mathbb{R}^d$ of the concepts of open and closed intervals in $\mathbb{R}$. In the final two sections we introduce the concepts of compact sets and connected sets. These are also generalizations to $\mathbb{R}^d$ of properties of intervals in $\mathbb{R}$. These ideas will be of fundamental importance when we study continuous functions on $\mathbb{R}^d$ in the next chapter.

In order to define and study convergence and continuity we don’t need to use all of the properties of $\mathbb{R}^d$ – only the ones derived from the concept of distance between points. A set together with a well behaved notion of distance between pairs of points is called a metric space. In the coming pages, we will give a more precise definition of metric space and point out how many of the definitions and theorems we develop in this chapter are valid, not only in $\mathbb{R}^d$, but in any metric space.

7.1 Euclidean Space

The space $\mathbb{R}^d$ is defined to be the set of all $d$-tuples of real numbers, where, by an $d$-tuple of real numbers, we mean an ordered set $(x_1, x_2, \cdots, x_d)$ of $d$ real numbers. It is ordered because the numbers are listed in a certain order and if this order is changed, then the new $d$-tuple is different from the old one (unless the change of order just interchanges identical numbers). For example, $(5, 0, 7)$ and $(0, 5, 7)$ are different 3-tuples and, hence, different points of $\mathbb{R}^3$.

The spaces $\mathbb{R}^2$ and $\mathbb{R}^3$ are familiar from calculus. The space $R^2$ is the set of all ordered pairs $(x_1, x_2)$ of real numbers, while $\mathbb{R}^3$ is the set of ordered triples $(x_1, x_2, x_3)$ of real numbers. Often points of $\mathbb{R}^2$ are denoted $(x, y)$ rather than $(x_1, x_2)$ and points of $\mathbb{R}^3$ are denoted $(x, y, z)$ rather than $(x_1, x_2, x_3)$.
The Vector Space $\mathbb{R}^d$

We will often refer to a point of $\mathbb{R}^d$ as a *vector* in $\mathbb{R}^d$, while a point of $\mathbb{R}$ will often be referred to as a *scalar*.

There are natural operations of addition of vectors in $\mathbb{R}^d$ and multiplication of vectors by scalars. That is, if $x = (x_1, x_2, \cdots, x_d)$ and $y = (y_1, y_2, \cdots, y_d)$ are vectors in $\mathbb{R}^d$, and $a$ is a scalar, then we set

$$x + y = (x_1 + y_1, x_2 + y_2, \cdots, x_d + y_d)$$

and

$$ax = (ax_1, ax_2, \cdots, ax_d).$$

The zero vector (also called the *origin* of $\mathbb{R}^d$) is the vector

$$0 = (0, 0, \cdots, 0).$$

Note that we use the same symbol, 0, to stand for both the scalar 0 and the vector $0 \in \mathbb{R}^d$. This shouldn’t cause any confusion, since it will always be obvious from the context which is meant.

Given a vector $x = (x_1, x_2, \cdots, x_d)$ in $\mathbb{R}^d$, the *components* of $x$ are the numbers $x_1, x_2, \cdots, x_d$. The $j$th component is the number $x_j$. Two vectors are identical if and only if their $j$th components are identical for $j = 1, 2, \cdots, d$.

As noted in the next theorem, addition in $\mathbb{R}^d$ satisfies the associative and commutative laws and 0 has the appropriate properties. Also, scalar multiplication satisfies an associative law and two distributive laws.

**Theorem 7.1.1.** Let $u, v, w$ be points of $\mathbb{R}^d$ and $a$ and $b$ real numbers. Then

(a) $u + (v + w) = (u + v) + w$;

(b) $u + v = v + u$;

(c) $0 + u = u$;

(d) $0u = 0$ and $1u = u$;

(e) $a(bu) = (ab)u$;

(f) $(a + b)u = au + bu$;

(g) $a(u + v) = au + av$.

**Proof.** Each statement asserts that two vectors are identical. Thus, each can be proved by proving that the $j$th components of the two vectors are identical for each $j$. In each case, this follows immediately from the definitions and the fact that $\mathbb{R}$ satisfies the field axioms $\text{A1 - A4, M1 - M4, and D}$ (see Section 1.3). \(\square\)
A set together with operations of addition and scalar multiplication (where the scalars belong to some field \( F \)), satisfying the properties listed in the above theorem, is called a vector space over \( F \) (see Section 1.3 for the definition of a field). Hence, \( \mathbb{R}^d \) is a vector space over the field \( \mathbb{R} \).

Using only the vector space axioms listed in Theorem 7.1.1, one can easily derive all of the properties of general vector spaces.

**Example 7.1.2.** Using only the properties listed in Theorem 7.1.1, prove that if \( x \) is an element of a vector space, then \((-1)x\) is an additive inverse for \( x \). That is, prove that \( x + (-1)x = 0 \).

**Solution:** By Theorem 7.1.1 (d) and (f) we have

\[
x + (-1)x = (1 + (-1))x = 0x = 0.
\]

In view of this example, \((-1)x\) is an additive inverse for \( x \) and so it makes sense to denote it simply \(-x\).

Other properties of vector spaces will be derived in the exercises.

**Inner Product**

**Definition 7.1.3.** The Euclidean inner product of two vectors \( u = (u_1, \cdots, u_d) \) and \( v = (v_1, \cdots, v_d) \) in \( \mathbb{R}^d \) is the real number

\[
u \cdot v = u_1v_1 + u_2v_2 + \cdots + u_dv_d. \tag{7.1.1}
\]

This has the following simple properties. The proof is left to the exercises.

**Theorem 7.1.4.** If \( u, v, w \in \mathbb{R}^d \) and \( a \in \mathbb{R} \), then

(a) \( u \cdot v = v \cdot u \);

(b) \( (u + v) \cdot w = u \cdot w + v \cdot w \);

(c) \( (au) \cdot v = a(u \cdot v) \);

(d) \( u \cdot u > 0 \) unless \( u = 0 \) in which case \( u \cdot u = 0 \).

More generally, a function from pairs of vectors to scalars which satisfies (a) through (d) above is called an inner product on the vector space. A vector space with together with an inner product on that vector space is called an inner product space. Thus, \( \mathbb{R}^d \) is an inner product space with the inner product described in Definition 7.1.3.

There are other inner products on \( \mathbb{R}^d \). For example, if each term \( u_jv_j \) in (7.1.1) is replaced by \( a_ju_jv_j \), where \( a_1, \cdots, a_d \) are positive scalars, then the resulting sum defines a new inner product which is different from the original unless all the \( a_j \)'s are 1. In this text, the only inner product on \( \mathbb{R}^d \) that we will use is the Euclidean inner product as define in (7.1.1).

Using (a) and (c) of Theorem 7.1.4, we easily show that \( u \cdot (av) = a(u \cdot v) \). Thus, for a scalar \( a \) and vectors \( u \) and \( v \), there is no ambiguity if we simply write \( au \cdot v \) in place of any one of the three equal products

\[
a(u \cdot v), \quad (au) \cdot v, \quad u \cdot (av).\]
Example 7.1.5. If $X$ is an inner product space, $x, y \in X$ and $a, b \in \mathbb{R}$, then calculate the inner product of $ax + by$ with itself.

Solution: By (b) and (c) of the previous theorem, we have

$$(ax + by) \cdot (ax + by) = ax \cdot (ax + by) + by \cdot (ax + by).$$

By (a), (b), and (c) we have

$$ax \cdot (ax + by) = a^2 x \cdot x + abx \cdot y,$$
$$by \cdot (ax + by) = abx \cdot y + b^2 y \cdot y.$$

Combining these yields

$$(ax + by) \cdot (ax + by) = a^2 x \cdot x + 2abx \cdot y + b^2 y \cdot y.$$

Components of a Vector

We will typically denote by $e_j$ the vector consisting of the $d$-tuple with all entries 0 except for the $j$th entry which is 1. Thus, $e_j = (0, 0, \cdots, 0, 1, 0, \cdots, 0)$ with the 1 occurring in the $j$th position. Note that

$$e_j \cdot e_k = \delta_{jk},$$

where $\delta_{jk}$ is 1 if $j = k$ and is 0 otherwise. This means that $\{e_j\}_{j=1}^n$ is an orthonormal set in $\mathbb{R}^d$.

If $x = (x_1, x_2, \cdots, x_d) \in \mathbb{R}^d$, then $x_j = x \cdot e_j$ for $j = 1 \cdots d$. The number $x_j$ is called the $j$th component of $x$.

Example 7.1.6. Show that each vector in $\mathbb{R}^d$ is a unique linear combination of the vectors $e_j$ for $j = 1, \cdots, d$.

Solution: If $x = (x_1, x_2, \cdots, x_d)$, then

$$x = \sum_{j=1}^d x_j e_j = \sum_{j=1}^d (x \cdot e_j) e_j,$$

This is one way of expressing $x$ as a linear combination of the $e_j$’s. On the other hand, if

$$x = \sum_{j=1}^d a_j e_j$$

is any such linear combination, then for $k = 1, \cdots, d$,

$$x_k = x \cdot e_k = \sum_{j=1}^d a_j e_j \cdot e_k = a_k,$$

since $e_j \cdot e_k = 1$ if $j = k$ and is 0 other wise. Thus the coefficients $a_j$ must be the numbers $x_j$. 
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Norm and Distance

Definition 7.1.7. For an inner product space, we define the Euclidean norm $||x||$ of a vector $x$ to be the number
$$||x|| = \sqrt{x \cdot x}.$$

The distance between two vectors $x$ and $y$ is defined to be $||x - y||$.

Note that, by Theorem 7.1.4 (d), the norm of a vector is always non-negative and is zero only if the vector is the zero vector. Thus, the distance between two vectors is always non-negative and is zero if and only if the vectors are equal.

In calculus, it is often shown that for two vectors $u$ and $v$ in $\mathbb{R}^2$ or $\mathbb{R}^3$ the inner product satisfies
$$u \cdot v = ||u|| ||v|| \cos \theta,$$
where $\theta$ is the angle between $u$ and $v$. Since $|\cos \theta| \leq 1$, this implies that
$$|u \cdot v| \leq ||u|| ||v||.$$

It turns out that this inequality is true in $\mathbb{R}^d$ and, in fact, in any inner product space. In this generality it is known as the Cauchy-Schwarz inequality.

Theorem 7.1.8. (Cauchy-Schwarz Inequality) If $X$ is an inner product space, then
$$|u \cdot v| \leq ||u|| ||v||$$
for all $u, v \in X$.

Proof. If we take the inner product of a vector with itself, the result is non-negative by (d) of Theorem 7.1.4. Thus, if $u$ and $v$ are vectors in $X$ and $t \in \mathbb{R}$ is a scalar, then
$$0 \leq (tu + v) \cdot (tu + v) = t^2 u \cdot u + 2tu \cdot v + v \cdot v = at^2 + 2bt + c,$$
where $a = u \cdot u = ||u||^2$, $b = u \cdot v$, and $c = v \cdot v = ||v||^2$. The expression on the right is a quadratic function of $t$ which is never negative. This means that the quadratic equation
$$at^2 + 2bt + c = 0$$
has at most one real root (since the graph of $at^2 + 2bt + c$ cannot cross the $t$-axis). By the quadratic formula, the roots of this equation are
$$t = \frac{-b \pm \sqrt{b^2 - ac}}{2a}.$$
Since there cannot be two real roots, it must be the case that $b^2 \leq ac$. On taking the square root of both sides of this inequality, we obtain the inequality of the theorem.
The Triangle Inequality

The triangle inequality is just the vector space version of the statement that the length of one side of a triangle is always less than or equal to the sum of the lengths of the other two sides. It is stated more precisely in part (a) of the following theorem.

**Theorem 7.1.9.** If $X$ is an inner product space, $x, y \in X$, and $a \in \mathbb{R}$, then

(a) $||x + y|| \leq ||x|| + ||y||$

(b) $||ax|| = |a| ||x||$

(c) $||x|| = 0$ implies $x = 0$.

**Proof.** Using Example 7.1.5 and the Cauchy-Schwarz inequality, we have

$$||x + y||^2 = (x + y) \cdot (x + y) = ||x||^2 + 2x \cdot y + ||y||^2 \leq ||x||^2 + 2||x||||y|| + ||y||^2 = (||x|| + ||y||)^2.$$ 

Part (a) of the theorem follows on taking square roots. Parts (b) and (c) follow immediately from (c) and (d) of Theorem 7.1.4.

Suppose $u, v,$ and $w$ are points in a vector space $X$. Then $||u - v||, ||v - w||,$ and $||u - w||$ are the lengths of the sides of the triangle with vertices at $u, v,$ and $w$. If we apply part (a) of the previous theorem to the vectors $x = u - v$ and $y = v - w$, the result is the inequality

$$||u - w|| \leq ||u - v|| + ||v - w||, \quad (7.1.2)$$

which says that a side of a triangle always has length less than or equal to the sum of the lengths of the other two sides.

**Norms in General**

The norm induced by an inner product is just one type of norm on a vector space. In general, a norm on a vector space $X$ is a non-negative function $|| \cdot ||$ which satisfies (a), (b), and (c) of the previous theorem. A normed vector space is a vector space $X$ together with a norm on $X$. There are norms on $\mathbb{R}^d$ which are different from the Euclidean norm (the norm induced by the inner product).

**Definition 7.1.10.** If $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$, we set

1. $||x||_1 = |x_1| + |x_2| + \cdots + |x_d|$

2. $||x||_\infty = \max\{|x_1|, |x_2|, \cdots, |x_d|\}$.

**Example 7.1.11.** Show that $|| \cdot ||_1$ is a norm on $\mathbb{R}^d$.

**Solution:** If $x = (x_1, x_2, \ldots, x_d)$ and $y = (y_1, y_2, \ldots, y_d)$, then

$$||x + y||_1 = \sum_{j=1}^{n} |x_j + y_j| \leq \sum_{j=1}^{n} (|x_j| + |y_j|),$$

where $n$ is the dimension of the vector space.
by the triangle inequality for \( \mathbb{R} \). The sum on the right is equal to
\[
\sum_{j=1}^{d} |x_j| + \sum_{j=1}^{d} |y_j| = ||x||_1 + ||y||_1.
\]

Thus, \( || \cdot ||_1 \) satisfies the triangle inequality ((a) above).

If \( a \in \mathbb{R} \), then
\[
||ax||_1 = \sum_{j=1}^{d} |ax_j| = \sum_{j=1}^{d} |a| |x_j| = |a| ||x||_1.
\]

Thus, \( || \cdot ||_1 \) also satisfies (b). That (c) holds as well is obvious, since \( ||x||_1 = 0 \) implies that \( x_j = 0 \) for each \( j \) and, hence, that \( x = 0 \).

We leave to the exercises, the problem of showing that \( || \cdot ||_\infty \) is also a norm on \( \mathbb{R}^d \).

**Theorem 7.1.12.** The three norms we have defined on \( \mathbb{R}^d \) are related as follows:
\[
d^{-1}||x||_1 \leq ||x||_\infty \leq ||x||_1 \leq ||x||_1
\]
for each \( x \in \mathbb{R}^d \).

The proof of this is also left to the exercises.

**The Normed Vector Space \( C(I) \)**

In mathematics we deal with a great many normed vector spaces. One that does not look at all like \( \mathbb{R}^d \) is the space \( C(I) \), where \( I \) is a closed bounded interval on the real line, and \( C(I) \) is the vector space of all continuous real valued functions on \( I \). Addition is pointwise addition of functions and scalar multiplication is multiplication of a function by a constant. It is easy to see that \( C(I) \) is a vector space under these two operations (Exercise 7.1.10). There are many norms that can be put on this vector space, but perhaps the most useful is the sup norm, \( || \cdot ||_\infty \), defined by
\[
||f||_\infty = \sup_I |f(x)|,
\]
for \( f \in C(I) \). The problem of showing that this is a norm is left to the exercises.

**Exercise set 7.1**

1. For the vectors \( x = (1, 0, 2) \) and \( y = (-1, 3, 1) \) in \( \mathbb{R}^3 \) find
   
   (a) \( 2x + y \);
   
   (b) \( x \cdot y \);
   
   (c) \( ||x|| \) and \( ||y|| \);
   
   (d) the cosine of the angle between \( x \) and \( y \);
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(e) the distance from \( x \) to \( y \).

2. Using only the properties listed in Theorem 7.1.1, prove that if \( u, v, w \) are vectors in a vector space and \( u + w = v + w \), then \( u = v \).

3. Using only the properties listed in Theorem 7.1.1, prove that if \( u \) is a vector in a vector space, \( a \) is a scalar, and \( au = 0 \), then either \( a = 0 \) or \( u = 0 \).

4. Prove Theorem 7.1.4.

5. Prove the second form of the triangle inequality. That is, prove that

\[
||x|| - ||y|| \leq ||x - y||
\]

holds for any pair of vectors \( x, y \) in a normed vector space.

6. Prove that equality holds in the Cauchy-Schwarz inequality (Theorem 7.1.8) if and only if one of the vectors \( u, v \) is a scalar multiple of the other.

7. For a norm on a vector space \( X \), defined by an inner product as in Definition 7.1.7, prove that the parallelogram law:

\[
||x + y||^2 + ||x - y||^2 = 2||x||^2 + 2||y||^2,
\]

holds for all \( x, y \in X \).

8. Prove that \( || \cdot ||_\infty \), as defined in Definition 7.1.10, is a norm on \( \mathbb{R}^d \).

9. Prove Theorem 7.1.12

10. Prove that the space \( C(I) \), defined in the previous subsection, is a vector space.

11. Prove that the sup norm as defined in 7.1.3 is really a norm on \( C(I) \).

12. Prove that if \( \{x_k\} \) and \( \{y_k\} \) are sequences of real numbers such that

\[
\sum_{k=1}^{\infty} x_k^2 < \infty \quad \text{and} \quad \sum_{k=1}^{\infty} y_k^2 < \infty,
\]

then

\[
\sum_{k=1}^{\infty} |x_k y_k| < \infty.
\]

7.2 Convergent Sequences in \( \mathbb{R}^d \)

In this section we study convergence of sequences of vectors in \( \mathbb{R}^d \). The definitions and theorems in this topic are very similar to those of Chapter 2 on sequences of numbers.
Metric Spaces

As long as we are working in a space with a reasonable notion of distance between points, we can define and study convergent sequences and continuous functions. Such a space is called a metric space. The precise conditions for a space to be a metric space are defined below.

**Definition 7.2.1.** Let $X$ be a set and $\delta$ a function which assigns to each pair $(x, y)$ of elements of $X$ a non-negative real number $\delta(x, y)$. Then $\delta$ is called a metric on $X$ if, for all $x, y, z \in X$, the following conditions hold:

(a) $\delta(x, y) = \delta(y, x)$;
(b) $\delta(x, y) = 0$ if and only if $x = y$; and
(c) $\delta(x, z) \leq \delta(x, y) + \delta(y, z)$.

A set $X$, together with a metric $\delta$ on $X$ is called a metric space.

Conditions (a) and (b) above are called the symmetry and identity conditions, while condition (c) is the triangle inequality for metric spaces.

We will show that $\mathbb{R}^d$ is a metric space, as is any normed vector space.

**Theorem 7.2.2.** If $X$ is a normed vector space, then $X$ is a metric space if its metric $\delta$ is defined by

$$\delta(x, y) = ||x - y||.$$  

In particular, $\mathbb{R}^d$ is a metric space in the Euclidean norm, as is $C(I)$ in the sup norm.

*Proof.* Parts (a), (b), and (c) of Theorem 7.1.9 are satisfied by the norm in any normed vector space. Part (b) with $a = -1$ implies that $||x - y|| = ||y - x||$ and so $\delta$ is symmetric. Part (c) implies that if $||x - y|| = 0$, then $x = y$, and so $\delta$ satisfies the identity condition. Part (a) implies (7.1.2), which shows that $\delta$ satisfies the triangle inequality. Thus, $\delta$ is a metric on $X$. 

**Remark 7.2.3.** If $X$ is a metric space with metric $\delta$ and $Y$ is any subset of $X$, then $Y$ is also a metric space with the same metric $\delta$. Thus, any subset of $\mathbb{R}^d$ is also a metric space if it is given the usual Euclidean metric.

There are a great many metric spaces other than subsets of $\mathbb{R}^d$ that are important in mathematics. We will explore some of these in the exercises.

**Remark 7.2.4.** The following statements summarize the relationship between the types of spaces we have introduced so far:

1. $\mathbb{R}^d$ is an inner product space;
2. every inner product space is a normed vector space, with norm defined by $||x|| = \sqrt{x \cdot x}$;
3. every normed vector space is a metric space, with metric defined by $\delta(x, y) = ||x - y||$.
Sequences

The definition of convergence for a sequence \( \{x_n\} \) in \( \mathbb{R}^d \) should look familiar:

**Definition 7.2.5.** If \( \{x_n\} \) is a sequence of vectors in \( \mathbb{R}^d \) and \( x \in \mathbb{R}^d \), then we say \( \{x_n\} \) converges to \( x \) if for every \( \epsilon > 0 \) there is an \( N \in \mathbb{R} \) such that

\[
||x - x_n|| < \epsilon \quad \text{whenever} \quad n \geq N.
\]

In this case, we write \( \lim_{n \to \infty} x_n = x \) or \( \lim x_n = x \) or simply \( x_n \to x \).

Note that we do not require the \( N \) that appears in this definition to be an integer.

Note also that the only thing we use about \( \mathbb{R}^d \) in making this definition is the notion of distance between points in \( \mathbb{R}^d \). Quite clearly, the same definition can be made for any metric space \( X \) if we just replace \( ||x - x_n|| \) by \( \delta(x, x_n) \), where \( \delta \) is the metric on \( X \). Thus, the definition of convergence for a sequence in a general metric space is the following:

**Definition 7.2.6.** Let \( X \) be a metric space with metric \( \delta \). If \( \{x_n\} \) is a sequence in \( X \) and \( x \in X \), then we say \( \{x_n\} \) converges to \( x \) if for every \( \epsilon > 0 \) there is an \( N \in \mathbb{R} \) such that

\[
\delta(x, x_n) < \epsilon \quad \text{whenever} \quad n \geq N.
\]

In this case, we write \( \lim_{n \to \infty} x_n = x \) or \( \lim x_n = x \) or simply \( x_n \to x \).

We will not try to prove everything in this section in the context of general metric spaces; after all, the object of study here is \( \mathbb{R}^d \). However, we will point out some theorems we prove for \( \mathbb{R}^d \) that can be proved in general metric spaces or normed vector spaces or inner product spaces, and some of the exercises will be devoted to verifying these claims.

**Example 7.2.7.** Let \( x_n = (1/n^2, 1 + 1/n) \in \mathbb{R}^2 \). Use Definition 7.2.5 to prove that the sequence \( \{x_n\} \) converges to \( x = (0,1) \).

**Solution:** We have \( x - x_n = (-1/n^2, -1/n) \) and so

\[
||x - x_n|| = \sqrt{1/n^4 + 1/n^2} \leq \sqrt{2/n^2} = \sqrt{2}/n.
\]

Thus, given \( \epsilon > 0 \), if we choose \( N = \sqrt{2}/\epsilon \), then

\[
||x - x_n|| < \sqrt{2}/n \leq \sqrt{2}/N = \epsilon \quad \text{whenever} \quad n \geq N.
\]

This completes the proof that \( \lim x_n = x \).

Many limit proofs for sequences in \( \mathbb{R}^d \) follow the same pattern as in the above example. We showed that \( ||x - x_n|| < \sqrt{2}/n \) and then used the fact that \( \sqrt{2}/n \) can be made less than \( \epsilon \) by making \( n \) large enough – that is, we used the fact that \( \lim \sqrt{2}/n = 0 \). We can save some effort in future proofs by formalizing in a theorem the method that was used here. The theorem is a vector version of Theorem 2.3.1. In fact, it follows immediately from Theorem 2.3.1 and the fact (obvious from the definition of limit) that \( \lim x_n = x \) if and only if \( \lim ||x_n - x|| = 0 \).
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**Theorem 7.2.8.** Let $\{x_n\}$ be a sequence in $\mathbb{R}^d$ and let $x$ be a vector in $\mathbb{R}^d$. If there is a sequence $\{a_n\}$ of non-negative real numbers such that

$$||x - x_n|| \leq a_n$$

and if $\lim a_n = 0$, then $\lim x_n = x$.

Note that, since the proof of this theorem uses nothing about $\mathbb{R}^d$ but the existence of a metric and the definition of limit, it holds in any metric space (if $||x - x_n||$ is replaced by $\delta(x, x_n)$).

**Example 7.2.9.** If $x_n = (e^{-n} \sin n, e^{-n} \cos n) \in \mathbb{R}^2$, prove that $\lim x_n = 0$.

**Solution:**

We have

$$||x_n - 0|| = ||x_n|| = \sqrt{e^{-2n}(\sin^2 n + \cos^2 n)} = e^{-n} = 1/e^n.$$

Since, $\lim 1/e^n = 0$, the previous theorem tells us that $\lim x_n = 0$.

**Limit Theorems**

The following theorem says that the limit of a sequence, if it exists, is unique. Its proof is identical to the proof of Theorem 2.1.6. We won’t repeat it here. The analogous theorem for metric spaces is also true and also has the same proof.

**Theorem 7.2.10.** If $\{x_n\}$ is a sequence in $\mathbb{R}^d$ and $x, y \in \mathbb{R}^d$ with $x_n \to x$ and $x_n \to y$, then $x = y$.

The next theorem is the vector version of the main limit theorem (Theorem 2.3.6) for sequences of real numbers.

**Theorem 7.2.11.** If $\{x_n\}$ and $\{y_n\}$ are sequences of vectors in $\mathbb{R}^d$ and $a_n$ is a sequence of scalars, and if $x_n \to x \in \mathbb{R}^d$, $y_n \to y \in \mathbb{R}^d$ and $a_n \to a$, then

(a) $x_n + y_n \to x + y$;

(b) $a_n x_n \to ax$; and

(c) $x_n \cdot y_n \to x \cdot y$.

**Proof.** (a) By the triangle inequality, we have

$$||x + y - (x_n + y_n)|| \leq ||x - x_n|| + ||y - y_n||.$$ 

Since $x_n \to x$ and $y_n \to y$ we have that $||x - x_n|| \to 0$ and $||y - y_n|| \to 0$. Thus, $||x - x_n|| + ||y - y_n|| \to 0$ and it follows from Theorem 7.2.8 that $x_n + y_n \to x + y$.

(b) We have

$$||ax - a_n x_n|| = ||a(x - x_n) + (a - a_n)x_n|| \leq |a||x - x_n|| + |a - a_n||x_n||,$$

and the sequence of real numbers on the right converges to 0 by the main limit theorem and Exercises 7.2.8 and 7.2.7. Hence, by Theorem 7.2.8 again, $\lim a_n x_n = ax$.

(c) The proof of this is similar to the proof of (b) except that Exercise 7.2.6 is used instead of Exercise 7.2.7. The details are left to the exercises.  \[\Box\]
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Note that the proofs of (a) and (b) above use only properties of $\mathbb{R}^d$ that are also true in any normed vector space, and so they hold in this much more general context. The proof of (c) uses only properties of $\mathbb{R}^d$ that hold in any inner product space and so (c) is true in any inner product space.

Example 7.2.12. Show that if $\lim x_n = x$ for a sequence $\{x_n\}$ in $\mathbb{R}^d$, then $\lim ||x_n|| = ||x||$.

Solution: Since $\lim x_n = x$, we know from part (c) of the previous theorem that
\[ \lim ||x_n||^2 = \lim (x_n \cdot x_n) = x \cdot x = ||x||^2. \]
The result we are after follows from this if we take square roots and use the fact that the square root function is continuous.

The next theorem tells us that a sequence of vectors converges if and only if it converges componentwise.

Theorem 7.2.13. If $\{x_n\}$ is a sequence in $\mathbb{R}^d$ and $x \in \mathbb{R}^d$, then $\lim x_n = x$ if and only each component of this sequence converges to the corresponding component of $x$—that is, if and only if $\lim x_n \cdot e_j = x \cdot e_j$ for $j = 1, \cdots, d$.

Proof. If $\lim_{n \to \infty} x_n = x$, then $\lim_{n \to \infty} x_n \cdot e_j = x \cdot e_j$ for each $j$ by Theorem 7.2.12.

To prove the converse, we suppose $\lim_{n \to \infty} x_n \cdot e_j = x \cdot e_j$ for each $j$. We note that this implies that $\lim_{n \to \infty} |(x_n - x) \cdot e_j| = 0$ for each $j$. By Theorem 7.1.12,
\[ ||x_n - x|| \leq ||x_n - x||_1 = \sum_{j=1}^d |(x_n - x) \cdot e_j|. \]
It follows that $\lim ||x_n - x|| = 0$ and, hence, $\lim x_n = x$. \qed

The Bolzano-Weierstrass Theorem

The conclusion of the Bolzano-Weierstrass theorem from Chapter 2 (Theorem 2.5.5) also holds for bounded sequences in $\mathbb{R}^d$. A sequence in $\mathbb{R}^d$ is bounded if there is a number $M$ such that $||x_n|| \leq M$ for all $n$.

Theorem 7.2.14. (Bolzano-Weierstrass Theorem) Each bounded sequence in $\mathbb{R}^d$ has a convergent subsequence.

Proof. We will prove this by induction on the dimension $d$ of the Euclidean space. It is, of course, true for $d = 1$ by the single variable version of the Bolzano-Weierstrass theorem (Theorem 2.5.5).

Suppose $d > 1$ and the theorem is true for Euclidean space of dimension $d - 1$. Let $\{x_n\}$ be a bounded sequence in $\mathbb{R}^d$. Then there is an $M \in \mathbb{R}$ such that $||x_n|| \leq M$ for all $n$.

We identify $\mathbb{R}^d$ with the Cartesian product $\mathbb{R}^{d-1} \times R$. This is the space of all pairs $(y, z)$, where $y \in \mathbb{R}^{d-1}$ and $z \in \mathbb{R}$. That is, if $x = (x_1, \cdots, x_d) \in \mathbb{R}^d$, then
we identify \( x \) with the pair \((y, z)\), where \( y = (x_1, x_2, \ldots, x_{d-1}) \) and \( z = x_d \). If this is done, notice that

\[
||y|| \leq ||x|| \quad \text{and} \quad |z| \leq ||x||.
\]

Thus, if we write each element of the sequence \( \{x_n\} \) in the form \( x_n = (y_n, z_n) \in \mathbb{R}^{d-1} \times \mathbb{R} \), then \( ||y_n|| \leq ||x_n|| \leq M \) and \( |z_n| \leq ||x_n|| \leq M \). This implies that the sequences \( \{y_n\} \) and \( \{z_n\} \) are both bounded.

By the induction assumption, the sequence \( \{y_n\} \) has a convergent subsequence \( \{y_{n_i}\} \). The corresponding subsequence \( \{z_{n_i}\} \) of the sequence \( \{z_n\} \) is still bounded, and so it has a convergent subsequence. By replacing \( \{y_{n_i}\} \) by a (still convergent) subsequence of itself, we may assume that \( \{z_{n_i}\} \) itself converges. Then \( \{x_{n_i}\} \) converges since all of its component sequences converge.

We conclude that every bounded sequence in \( \mathbb{R}^d \) converges. This completes the induction and finishes the proof of the theorem.

**Cauchy Sequences**

Cauchy sequences in \( \mathbb{R}^d \) are defined in the same way as Cauchy sequences of numbers were defined in Definition 2.5.6.

**Definition 7.2.15.** A sequence \( \{x_n\} \) in \( \mathbb{R}^d \) is said to be a Cauchy Sequence if, for every \( \epsilon > 0 \), there is an \( N \) such that

\[
||x_n - x_m|| < \epsilon \quad \text{whenever} \quad n, m > N.
\]

The following theorem is proved using the Bolzano-Weierstrass theorem in exactly the same way its single variable counterpart (Theorem 2.5.7) was proved. We won’t repeat the proof.

**Theorem 7.2.16.** A sequence \( \{x_n\} \) in \( \mathbb{R}^d \) is a Cauchy sequence if and only if it converges.

Clearly, Cauchy sequences can be defined in any metric space – simply replace “\( ||x_n - x_m||\)” in the above definition by “\( \delta(x_n, x_m) \)”, where \( \delta \) is the metric. However, the analogue of Theorem 7.2.16 is not true in general for metric spaces. A metric space in which it is true is said to be complete. Thus, \( \mathbb{R}^d \) is a complete metric space. An example of a metric space which is not complete follows.

**Example 7.2.17.** Let the interval \((0, 1)\) be considered a metric space with the usual distance between points as metric. Show that this is not a complete metric space.

**Solution:** The sequence \( \{1/n\} \) is a Cauchy sequence since it converges in \( \mathbb{R} \) to the point 0. However, since \( 0 \notin (0, 1) \), this sequence does not converge in the metric space \((0, 1)\). Hence, \((0, 1)\) is not a complete metric space.
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Exercise Set 7.2

1. Using only the definition of the limit of a sequence in \( \mathbb{R}^d \) prove that
   \[
   \lim_{n \to \infty} \left( \frac{n}{1 + n}, \frac{1 - n}{n} \right) = (1, -1).
   \]

In each of the next four problems, determine whether or not the sequence \( \{x_n\} \) converges and find its limit if it does converge. Use limit theorems to justify your answers.

2. \( x_n = \left( \frac{n^2 + n - 1}{3n^2 + 2}, \frac{n - 1}{n + 1} \right) \).

3. \( x_n = (1 + (-1)^n, 1/n, 1 + 1/n) \).

4. \( x_n = (2^{-n} \sin(n\pi/4), 2^{-n} \cos(n\pi/4)) \).

5. \( x_n = (\ln(n + 1) - \ln n, \sin(1/n)) \).

6. Let \( \{x_n\} \) and \( \{y_n\} \) be sequences in \( \mathbb{R}^d \). Prove that if \( \lim x_n = 0 \) and \( \{y_n\} \) is bounded, then \( \lim x_n \cdot y_n = 0 \).

7. Let \( \{x_n\} \) be a bounded sequence in \( \mathbb{R}^d \) and \( a_n \) a bounded sequence of scalars. Prove that if either sequence has limit 0, then so does the sequence \( \{a_n x_n\} \).

8. Prove that every convergent sequence in \( \mathbb{R}^d \) is bounded.

9. If \( x_n = (\sin n, \cos n, 1 + (-1)^n) \), does the sequence \( \{x_n\} \) in \( \mathbb{R}^3 \) have a convergent subsequence? Justify your answer.

10. Prove part (c) of Theorem 7.2.11.

11. If \( x_n = (1/n, \sin(n\pi/2), \cos(n\pi/2)) \), find two convergent subsequences of \( \{x_n\} \) which converge to different limits.

12. If, for \( x, y \in \mathbb{R} \), we set \( \delta(x, y) = 0 \) if \( x = y \) and \( \delta(x, y) = 1 \) if \( x \neq y \), prove that the result is a metric on \( \mathbb{R} \). Thus, \( \mathbb{R} \) with this metric is a metric space – one that is quite different from \( \mathbb{R} \) with the usual metric.

13. What are the convergent sequences in the metric space described in the previous exercise.

14. Let \( a \) and \( b \) be points of \( \mathbb{R}^2 \) and let \( X \) be the set of all smooth parameterized curves joining \( a \) to \( b \) in \( \mathbb{R}^2 \), with parameter interval \([0, 1]\). That is, \( X \) is the set of all continuously differentiable functions \( \gamma : [0, 1] \to \mathbb{R}^2 \), with \( \gamma(0) = a \) and \( \gamma(1) = b \). Show that if
   \[
   \delta(\gamma_1, \gamma_2) = \sup\{||\gamma_1(t) - \gamma_2(t)|| : t \in [0, 1]\},
   \]
   then \( \delta \) is a metric on \( X \).
15. Show that the metric space of the previous exercise is not complete.

16. Let $S$ be the surface of a sphere in $\mathbb{R}^3$. For $x, y \in S$ let $\delta(x, y)$ be the length of the shortest path on $S$ joining $x$ to $y$. Show that this is a metric on $S$.

17. Imagine a large building with many rooms. Let $X$ be the set of rooms in this building and let $\delta(x, y)$ be the length of the shortest path along the hallways and stairways of the building that leads from room $x$ to room $y$. Show that $\delta$ is a metric on $X$.

### 7.3 Open and Closed Sets

The open ball $B_r(x_0)$ and closed ball $\overline{B}_r(x_0)$, centered at $x_0 \in \mathbb{R}^d$, with radius $r > 0$, are defined by

$$B_r(x_0) = \{ x \in \mathbb{R}^d : ||x - x_0|| < r \} \quad \text{and} \quad \overline{B}_r(x_0) = \{ x \in \mathbb{R}^d : ||x - x_0|| \leq r \}.$$

Of course, open and closed balls centered at a given point and with a given radius may be defined in any metric space – one simply uses the metric distance $\delta(x, x_0)$ in place of the distance $||x - x_0||$ defined by the norm in $\mathbb{R}^d$.

Open intervals and closed intervals on the real line play an important part in the calculus of one variable. Open and closed balls are the direct analogues in $\mathbb{R}^d$ of open and closed intervals on the line. However, the geometry of $\mathbb{R}^d$ is much more complicated than that of the line. We will need the concepts of open and closed for sets that are far more complicated than balls. This leads to the following definition.

**Definition 7.3.1.** If $U$ is a subset of $\mathbb{R}^d$, we will say that $U$ is open if, for each point $x \in U$, there is an open ball centered at $x$ which is contained in $U$. We will say that a subset of $\mathbb{R}^d$ is closed if its complement is open. A neighborhood of a point $x \in \mathbb{R}^d$ is any open set which contains $x$.

It might seem obvious that open balls are open sets and closed balls are closed sets. However, that is only because we have chosen to call them open balls and closed balls. We actually have to prove that they satisfy the conditions of the preceding definition. We do this in the next theorem.

**Theorem 7.3.2.** In $\mathbb{R}^d$,

(a) the empty set $\emptyset$ is both open and closed;

(b) the whole space $\mathbb{R}^d$ is both open and closed;

(c) each open ball is open;

(d) each closed ball is closed.
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The same thing is true of the next theorem. It tells us that the collection of all open subsets of \( \mathbb{R}^d \) is open because it contains any open ball centered at any of its points. Thus, \( \emptyset \) and \( \mathbb{R}^d \) are both open. Since they are complements of one another, they are also both closed.

To prove (c), we suppose \( B_r(x_0) \) is an open ball and \( y \) is one of its points. Then \( ||y - x_0|| < r \) and so, if we set \( s = r - ||y - x_0|| \), then \( s > 0 \). Also, if \( x \in B_s(y) \), then \( ||x - y|| < s \) and so

\[
||x - x_0|| \leq ||x - y|| + ||y - x_0|| < s + ||y - x_0|| = r,
\]

which means \( x \in B_r(x_0) \) (see Figure 7.1). Thus, we have shown that, for each \( y \in B_r(x_0) \), there is an open ball, \( D_s(y) \), centered at \( y \), which is contained in \( B_r(x_0) \). By definition, this means that \( B_r(x_0) \) is open. This completes the proof of (c).

To prove (d), we consider a closed ball \( \overline{B}_r(x_0) \). To prove that it is a closed set, we must show its complement is open. Suppose \( y \) is a point in its complement. This means \( y \in \mathbb{R}^d \) but \( y \notin \overline{B}_r(x_0) \), and so \( ||y - x_0|| > r \). This time we set \( s = ||y - x_0|| - r \) and we claim that the open ball \( B_s(y) \) is contained in the complement of \( \overline{B}_r(x_0) \). In fact, if \( x \in B_s(y) \), then \( ||x - y|| < s \) and so, by the second form of the triangle inequality (Theorem 2.1.2 (b))

\[
||x - x_0|| \geq ||y - x_0|| - ||x - y|| > ||y - x_0|| - s = r,
\]

which means \( x \) is in the complement of \( \overline{B}_r(x_0) \). Thus, we have proved that each point of the complement of \( B_r(x_0) \) is the center of an open ball contained in the complement of \( \overline{B}_r(x_0) \). This proves that this complement is open, hence, that \( \overline{B}_r(x_0) \) is closed.

The above theorem holds in any metric space and it has the same proof. The same thing is true of the next theorem. It tells us that the collection of all open subsets of \( \mathbb{R}^d \) forms what is called a topology for \( \mathbb{R}^d \). A topology for a space \( X \) is a collection of sets which are declared to be the open sets of the space. This collection must contain the empty set and the space \( X \) and must have the property that it is closed under arbitrary unions and finite intersections. A space \( X \) with a specified topology is called a topological space.
Theorem 7.3.3. In $\mathbb{R}^d$,

(a) the union of an arbitrary collection of open sets is open;

(b) the intersection of any finite collection of open sets is open;

(c) the intersection of an arbitrary collection of closed sets is closed;

(d) the union of any finite collection of closed sets is closed.

Proof. If $\mathcal{V}$ is an arbitrary collection of open sets, and $U = \bigcup \mathcal{V}$ is its union, then $x$ is in $U$ if and only if it is in at least one of the sets in $\mathcal{V}$. Suppose, it is in $V \in \mathcal{V}$. Then, since $V$ is open, there is a ball $B_r(x)$, centered at $x$, which is contained in $V$. Then this ball is also contained in $U$. This proves that $U$ is open and completes the proof of (a).

Now suppose $\{V_1, V_2, \ldots, V_n\}$ is a finite collection of open sets and $x \in U = V_1 \cap V_2 \cap \cdots \cap V_n$. Then, since each $V_k$ is open, there exists for each $k$ a radius $r_k$ such that $B_{r_k}(x) \subset V_k$. If $r = \min\{r_1, r_2, \ldots, r_n\}$, then $B_r(x) \subset V_k$ for every $k$, which implies that $B_r(x) \subset U$. It follows that $U$ is open. This completes the proof of (b).

The proofs of the statements for closed sets ((c) and (d)) follow from those for open sets by taking complements. We leave the details to Exercise 7.3.5.

Remark 7.3.4. An easy consequence of the above theorem is that if $U$ is open and $K$ is closed and if $K \subset U$, then the set theoretic difference $U \setminus K$ is open. On the other hand, if $U \subset K$, then $K \setminus U$ is closed (Exercise 7.3.6).

Example 7.3.5. If $0 < r < R$, prove that the annulus

$$A = \{ x \in \mathbb{R}^2 : r < ||x|| < R \},$$

is open.

Solution: The ball $B_R(0)$ is open, the ball $B_r(0)$ is closed, and $A$ is the set theoretic difference $B_R(0) \setminus B_r(0)$. Thus, by the previous remark, $A$ is open.

A similar argument shows that a closed annulus of the form

$$\{ x \in \mathbb{R}^2 : r \leq ||x|| \leq R \}.$$

is closed.

Interior, Closure, and Boundary

If $E$ is a subset of $\mathbb{R}^d$, then $E$ contains a largest open subset, meaning an open subset of $E$ that contains all other open subsets of $E$. In fact, the union of all open subsets of $E$ is open, by Theorem 7.3.3, and is a subset of $E$ which contains all open subsets of $E$. Similarly, the intersection of all closed sets containing $E$ is a closed set containing $E$ and it is contained in every closed set containing $E$. Thus, it is the smallest closed set containing $E$. It is a consequence of this discussion that the following definition makes sense.
Example 7.3.8. Find the interior, closure and boundary for the set $E$. 

Definition 7.3.6. Let $E$ be a subset of $\mathbb{R}^d$. Then:

(a) the largest open subset of $E$ is called the interior of $E$ and is denoted $E^o$;
(b) the smallest closed set containing $E$ is called the closure of $E$ and is denoted $\overline{E}$;
(c) the set $\overline{E} \setminus E^o$ is called the boundary of $E$ and is denoted $\partial E$.

Note that these concepts can be defined in exactly the same way in any metric space.

Recall that a neighborhood of a point $x \in \mathbb{R}^d$ is any open set containing $x$. The proof of the following theorem is elementary and is left to the exercises. This theorem also holds in any metric space.

Theorem 7.3.7. Let $E$ be a subset of $\mathbb{R}^d$ and $x$ an element of $\mathbb{R}^d$. Then:

(a) $x \in E^o$ if and only if there is a neighborhood of $x$ that is contained in $E$;
(b) $x \in \overline{E}$ if and only if every neighborhood of $x$ contains a point of $E$;
(c) $x \in \partial E$ if and only if every neighborhood of $x$ contains points of $E$ and points of the complement of $E$.

Example 7.3.8. Find the interior, closure and boundary for the set $E = \{(x, y) \in \mathbb{R}^2 : ||(x, y)|| < 1, \ y \geq 0\} \cup \{(0, -y) : y \in [0, 1]\}$.

Solution: It is immediate from the previous theorem that

$E^o = \{(x, y) \in \mathbb{R}^2 : ||(x, y)|| < 1, \ y > 0\} \cup \{(0, -y) : y \in [0, 1]\}$
$\overline{E} = \{(x, y) \in \mathbb{R}^2 : ||(x, y)|| \leq 1, \ y \geq 0\} \cup \{(0, -y) : y \in [0, 1]\}$
$\partial E = \{(x, y) \in \mathbb{R}^2 : ||(x, y)|| = 1, \ y \geq 0\} \cup \{-1, 1\} \cup \{(0, -y) : y \in [0, 1]\}$.

See Figure 7.2

Figure 7.2: The Set $E$ of Example 7.3.8, its Interior $E^o$, and Closure $\overline{E}$.
Sequences

The concepts of open and closed sets are intimately connected to the concept of convergence of a sequence.

**Theorem 7.3.9.** A sequence \( \{x_n\} \) in \( \mathbb{R}^d \) converges to \( x \in \mathbb{R}^d \) if and only if, for every neighborhood \( U \) of \( x \), there is a number \( N \) such that \( x_n \in U \) whenever \( n \geq N \).

**Proof.** If for every neighborhood \( U \) of \( x \) there is an \( N \) such that \( x_n \in U \) whenever \( n \geq N \), then this is true, in particular, for each neighborhood of the form \( B_\epsilon(x) \) with \( \epsilon > 0 \). This means that for each \( \epsilon > 0 \) there is an \( N \) such that \( ||x - x_n|| < \epsilon \) whenever \( n \geq N \). That is, \( \lim x_n = x \).

Conversely, if \( \lim x_n = x \) and \( U \) is any neighborhood of \( x \), we may choose an \( \epsilon > 0 \) such that the ball \( B_\epsilon(x) \) is contained in \( U \). By the definition of limit, for this \( \epsilon \) there is an \( N \) such that \( ||x - x_n|| < \epsilon \) whenever \( n \geq N \). Then \( x_n \in B_\epsilon(x) \subset U \) whenever \( n \geq N \). This completes the proof.

**Theorem 7.3.10.** If \( A \) is a subset of \( \mathbb{R}^d \), then \( \overline{A} \) is the set of all limits of convergent sequences in \( A \). The set \( A \) is closed if and only if every convergent sequence in \( A \) converges to a point of \( A \).

**Proof.** If \( x \in \overline{A} \), then each neighborhood of \( x \) contains a point of \( A \) by Theorem 7.3.7(b). In particular, each neighborhood of the form \( B_1/n(x) \), for \( n \in \mathbb{N} \), contains a point \( x_n \) of \( A \). Since \( ||x - x_n|| < 1/n \), the sequence \( x_n \) converges to \( x \). Thus, each point in the closure of \( A \) is the limit of a sequence in \( A \).

Conversely, suppose \( x = \lim x_n \) for some sequence in \( A \). By the previous theorem, each neighborhood of \( x \) contains points in this sequence. In particular, each neighborhood of \( x \) contains a point of \( A \). Hence, \( x \in \overline{A} \) by Theorem 7.3.7(b).

Since a set is closed if and only if it is its own closure, it follows that \( A \) is closed if and only if it contains all limits of convergent sequences in \( A \). \( \square \)

**Exercise Set 7.3**

1. Prove that the set \( \{(x, y) \in \mathbb{R}^2 : y > 0\} \) is an open subset of \( \mathbb{R}^2 \).

2. Prove that every finite subset of \( \mathbb{R}^d \) is closed.

3. Find the interior, closure, and boundary for the set

   \[ \{(x, y) \in \mathbb{R}^2 : 0 \leq x < 2, \ 0 \leq y < 1\}. \]

4. Find the interior, closure, and boundary for the set

   \[ \{(x, y) \in \mathbb{R}^2 : ||(x, y)|| < 1\} \cup \{(x, y) \in \mathbb{R}^2 : y = 0, \ -2 < x < 2\}. \]

5. Prove (c) and (d) of Theorem 7.3.3
6. Let $A$ be an open set and $B$ a closed set. If $B \subset A$, prove that $A \setminus B$ is open. If $A \subset B$, prove that $B \setminus A$ is closed.

7. Prove Theorem 7.3.7.

8. If $E$ is a subset of $\mathbb{R}^d$, is the interior of the closure of $E$ necessarily the same as the interior of $E$? Justify your answer.

9. If $A$ and $B$ are subsets of $\mathbb{R}^d$ show that $\overline{A \cup B} = \overline{A} \cup \overline{B}$. Is the analogous statement true for $A \cap B$? Justify your answer.

10. If $A$ and $B$ are subsets of $\mathbb{R}^d$, prove that $(A \cap B)^o = A^o \cap B^o$. Is the analogous statement true for $A \cup B$? Justify your answer.

11. Let $\{x_n\}$ be a convergent sequence in $\mathbb{R}^d$ with limit $x$. Set

$$A = \{x_1, x_2, x_3, \ldots\} \cup \{x\},$$

that is, $A$ is the set consisting of all the points occurring in the sequence together with the limit $x$. Show that $A$ is a closed set.

12. Let $\{x_n\}$ be any sequence in $\mathbb{R}^d$ and let $A$ be the set consisting of the points that occur in this sequence. Prove that the closure of $A$ consists of $A$ together with all limits of convergent subsequences of $A$.

13. Show that Theorem 7.3.10 remains true if $\mathbb{R}^d$ is replaced by any metric space.

14. Find the interior and closure of the set $Q$ of rationals in $\mathbb{R}$.

15. If $E$ is a subset of $\mathbb{R}^d$, show that $\overline{(E)^c} = (E^c)^o$.

7.4 Compact Sets

In this section and the next, we study two topological properties, compactness and connectedness, that a subset of $\mathbb{R}^d$ may or may not have. A topological property of a set $E$ is one that can be described using only knowledge of the open sets of $\mathbb{R}^d$ and their relationship to $E$. Thus, they are properties that can be defined in any topological space. Compactness and connectedness are two such properties.

Open Covers

An open cover of a set $E \subset \mathbb{R}^d$ is a collection of open sets whose union contains $E$. An open cover of a set $E$ may or may not have a finite subcover – that is, there may or may not be finitely many sets in the collection which also form a cover of $E$. 
Example 7.4.1. The collection $\mathcal{U}$ of all open intervals of length $1/2$ and with rational endpoints is clearly an open cover of the interval $[0,1]$. Show that it has a finite subcover.

Solution: The three intervals $(-1/8, 3/8), (1/4, 3/4)$, and $(5/8, 9/8)$ belong to $\mathcal{U}$ and they cover $[0,1]$.

Example 7.4.2. The collection $\{(1/n, 1) : n = 1, 2, \cdots\}$ is a collection of open sets which covers $(0, 1)$. Does it have a finite subcover?

Solution: No. Since this collection of intervals is nested upward, any finite subcollection has a largest interval $(1/m, 1)$. Then the union of the sets in the subcollection is just $(1/m, 1)$ and this does not contain $(0, 1)$.

Compactness

The above discussion leads to the following definition:

Definition 7.4.3. A subset $K$ of $\mathbb{R}^d$ is called compact if every open cover of $K$ has a finite subcover.

Note that Example 7.4.2 shows that the open interval $(0, 1)$ is not compact, since it has an open cover with no finite subcover.

A subset $E$ of $\mathbb{R}^d$ is bounded if there is a number $R$ such that $||z|| \leq R$ for every $z \in E$ — that is, if $E \subset B_R(0)$ for some $R$.

Theorem 7.4.4. Every compact subset $K$ of $\mathbb{R}^d$ is bounded.

Proof. We have $K \subset \mathbb{R}^d = \bigcup_n B_n(0)$. This means that the open balls $B_n(0)$ for $n = 1, 2, \cdots$ form an open cover of $K$. Since $K$ is compact, finitely many of these balls must also form a cover of $K$. This implies $K$ is contained in one these balls, say $B_m(0)$, since they form a sequence which is nested upward. Since $K$ is contained in $B_m(0) \subset \overline{B}_m(0)$, it is bounded.

Theorem 7.4.5. Every compact subset $K$ of $\mathbb{R}^d$ is closed.

Proof. We will prove this by showing that $K = \overline{K}$. If $x \in \overline{K}$ and $n$ is a positive integer, we let $U_n$ be the complement in $\mathbb{R}^d$ of $\overline{B}_{1/n}(x)$. The union of the open sets $U_n$ is $\mathbb{R}^d \setminus \{x\}$.

If some finite subcollection of $\{U_n\}$ covers $K$ then some one of these sets, say $U_m$, contains $K$. This means that $B_{1/m}(x) \cap K = \emptyset$, which is impossible, since $x \in \overline{K}$. Because $K$ is compact, this means that $\{U_n\}$ cannot be an open cover of $K$. Since $x$ is the only point of $\mathbb{R}^d$ not covered by $\{U_n\}$, $x$ must be in $K$.

We conclude that $K = \overline{K}$ and $K$ is closed.

The Heine-Borel Theorem

The last two theorems show that a compact subset of $\mathbb{R}^d$ is both closed and bounded. The Heine-Borel Theorem says the the converse is also true — every closed bounded subset of $\mathbb{R}^d$ is compact. Before we prove this, we prove the following analogue of the nested interval theorem (Theorem 2.5.1).
Theorem 7.4.6. If \( A_1 \supset A_2 \supset \cdots \supset A_n \supset A_{n+1} \supset \cdots \) is a nested sequence of non-empty bounded closed subsets of \( \mathbb{R}^d \), then \( \cap_n A_n \neq \emptyset \).

Proof. Since each \( A_n \) is non-empty, we may choose a point \( x_n \in A_n \) for each \( n \). These points are all in \( A_1 \), which is bounded. Hence, \( \{x_n\} \) is a bounded sequence. By the Bolzano–Weierstrass Theorem (Theorem 7.2.14) this sequence has a convergent subsequence \( \{x_{n_k}\} \). Let \( x \) be the limit of this subsequence.

Since \( A_1 \) is closed and \( x_{n_k} \in A_1 \) for every \( k \), we have that \( x \in A_1 \). In fact, for each \( n \), \( n_k \geq n \) for \( k \geq n \), and so, beginning with the \( n \)th term, each term of the sequence \( \{x_{n_k}\} \) belongs to \( A_n \). Since \( A_n \) is closed, we have \( x \in A_n \). We conclude that \( x \in \cap_n A_n \). Hence, \( \cap_n A_n \neq \emptyset \). \( \square \)

In the proof of the following theorem, we will make use of the concept of an \( d \)-cube in \( \mathbb{R}^d \). This is a set of the form \( C = I_1 \times I_2 \times \cdots \times I_d \), where each \( I_j \) is a closed bounded interval in \( \mathbb{R} \) of length \( L \). The intervals \( I_j \) are called the edges of \( C \) and the number \( L \) is called the edge length of \( C \). Note that a \( 2 \)-cube is just a square in \( \mathbb{R}^2 \) with sides parallel to the coordinate axes, while a \( 3 \)-cube is a cube in \( \mathbb{R}^3 \) with edges parallel to the axes.

Theorem 7.4.7. (Heine-Borel Theorem) A subset of \( \mathbb{R}^d \) is compact if and only if it is closed and bounded.

Proof. We already know that every compact subset of \( \mathbb{R}^d \) is closed and bounded. Thus, to complete the proof we just need to show that every closed bounded subset of \( \mathbb{R}^d \) is compact.

Let \( K \) be a closed bounded subset of \( \mathbb{R}^d \) and \( \mathcal{V} \) an open cover of \( K \). Suppose \( \mathcal{V} \) has no finite subcover. We will show that this leads to a contradiction.

Since \( K \) is bounded, it lies inside some \( d \)-cube \( C_1 \). By partitioning each edge of \( C_1 \) at its midpoint, we may partition \( C_1 \) into \( 2^d \) \( d \)-cubes of edge length \( L/2 \). By intersecting each of these smaller cubes with \( K \), we partition \( K \) into finitely many subsets. If each of these is covered by finitely many of the sets in \( \mathcal{V} \), then \( K \) itself is also. Since it is not, we conclude that the intersection of \( K \) with at least one of these smaller \( d \)-cubes is not covered by finitely many sets in \( \mathcal{V} \). Choose one and call it \( C_2 \).

By continuing in this way (actually, by induction), we may construct a nested sequence of \( d \)-cubes (see Figure 7.3)

\[
C_1 \supset C_2 \supset \cdots \supset C_n \supset C_{n+1} \supset \cdots ,
\]

where, for each \( n \), \( C_n \) is a closed \( d \)-cube of edge length \( L/2^{n-1} \) and with the property that \( C_n \cap K \) cannot be covered by finitely many of the sets in \( \mathcal{V} \).

The sets \( C_n \cap K \) form a sequence of closed sets, nested downward, as in the previous theorem. By that theorem \( \cap_n (C_n \cap K) \) is not empty. Let \( x \) be a point in this intersection. Then \( x \in K \) and, since \( \mathcal{V} \) is an open cover of \( K \), there is some open set \( V \) in the collection \( \mathcal{V} \) such that \( x \in V \). Since \( V \) is open, there is an open ball \( B_r(x) \), centered at \( x \) which is contained in \( V \).

The diameter of \( C_n \) (maximum distance between two points of \( C_n \)) is less than \( dL/2^{n-1} \). Hence, for large enough \( n \), the diameter of \( C_n \) is less than \( r \). Then
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Figure 7.3: Nested Cubes of Theorem 7.4.7

$C_n$ must be contained in $B_r(x)$ since it contains $x$. This implies that $C_n \subset V$. This is a contradiction, since $C_n$ was chosen so that no finite subcollection of the sets in $V$ covers $C_n \cap K$. Thus, our assumption that $K$ is not covered by any finite subcollection of $V$ has led to a contradiction.

We conclude that every open cover of $K$ has a finite subcover and, hence, that $K$ is compact.

**Corollary 7.4.8.** Each closed subset of a compact set in $\mathbb{R}^d$ is also compact.

Proof. If $A$ is closed and contained in a compact set $K$, then $A$ is bounded because $K$ is bounded. Since $A$ is closed and bounded, it is compact by the Heine-Borel Theorem.

The next chapter will contain a large number of applications of compactness to function theory. The next example illustrates a technique that is often used in such applications.

**Example 7.4.9.** Let $K$ be a compact subset of $\mathbb{R}^d$ and let $\rho$ be a function defined on $K$ with $\rho(x) > 0$ for each $x \in K$. Prove there exists a finite set of points $\{x_1, x_2, \cdots, x_m\}$ such that $K$ is contained in the union of the open balls $B_{\rho(x_i)}(x_i)$ for $i = 1, 2, \cdots, m$.

**Solution:** The collection of open sets $\{B_{\rho(x)}(x) : x \in K\}$ is an open cover of $K$ (since, for each $y \in K$, $y \in B_{\rho(y)}(y) \subset \cup\{B_{\rho(x)}(x) : x \in K\}$). Since $K$ is compact, there is a finite subcover $\{B_{\rho(x_i)}(x_i) : i = 1, \cdots, m\}$. This means $K$ is contained in the union of the $B_{\rho(x_i)}(x_i)$ for $i = 1, 2, \cdots, m$.

The next theorem is an application of this technique. It is a separation theorem which shows that a compact set is separated from the complement of any open set that contains it.
Theorem 7.4.10. Suppose $K$ is a compact subset and $U$ an open subset of $\mathbb{R}^d$ with $K \subset U$. Then there exists an open set $V$ such that $V$ is compact and $K \subset V \subset \overline{V} \subset U$.

Proof. Since $U$ is open and contains $K$, for each $x \in K$ there is an open ball centered at $x$ which lies in $U$. Then the ball, centered at $x$, of half this radius has its closure contained in $U$. Let $\rho(x)$ be the radius of this smaller ball. Then $x \in B_{\rho(x)}(x) \subset \overline{B}_{\rho(x)}(x) \subset U$. By the previous example, there are finitely many points $x_1, \ldots, x_m$ such that $K$ is contained in the union $V$ of the sets $B_{\rho(x_i)}(x_i)$. The closure of $V$ is contained in the compact set which is the union of the sets $\overline{B}_{\rho(x_i)}(x_i)$, and this is contained in $U$. Thus, $V$ is compact, since it a closed subset of a compact set, and $K \subset V \subset \overline{V} \subset U$. 

Compact Metric Spaces

Since compactness is a topological property, it makes perfectly good sense in any metric space. The definition of a compact subset of a metric space $X$ is exactly the same as Definition 7.4.3 except that $\mathbb{R}^d$ is replaced by $X$. If the space $X$ itself is compact, then $X$ is called a compact metric space.

Any compact subset of $\mathbb{R}^d$ is a compact metric space if it is considered a space by itself and is given the same metric it has as a subset of $\mathbb{R}^d$.

Exercise Set 7.4

1. If $K$ is a compact subset of $\mathbb{R}^d$ and

   $$U_1 \subset U_2 \subset \cdots \subset U_k \subset \cdots$$

   is a nested upward sequence of open sets with $K \subset \bigcup_k U_k$, then prove that $K$ is contained in one of the sets $U_k$.

2. Show that if

   $$K_1 \supset K_2 \supset \cdots \supset K_j \supset \cdots$$

   is a nested downward sequence of compact sets and $U$ is an open set which contains $\bigcap_j K_j$, then $U$ contains one of the sets $K_j$.

3. Prove that if $K$ is a compact subset of $\mathbb{R}^d$, then $K$ contains points of minimal norm and points of maximal norm. That is, there are points $x_0, x_1 \in K$ such that

   $$||x_0|| \leq ||x|| \leq ||x_1|| \quad \text{for all} \quad x \in K.$$ 

4. Prove that if $K$ is a compact subset of $\mathbb{R}^d$ and $y$ is a point of $\mathbb{R}^d$ which is not in $K$, then there is a closest point to $y$ in $K$. That is, there is an $x_0 \in K$ such that

   $$||x_0 - y|| \leq ||x - y|| \quad \text{for all} \quad x \in K.$$
5. Prove that the conclusion of the previous exercise also holds if we only assume that $K$ is a closed subset of $\mathbb{R}^d$. Hint: replace $K$ by its intersection with a suitably large closed ball centered at $y$.

6. Prove that if $K_1, K_2$ is a disjoint pair of compact sets, then there exists a disjoint pair of open sets $V_1, V_2$ such that $K_1 \subset V_1$ and $K_2 \subset V_2$. Hint: Use Theorem 7.4.10.

7. Show that it is true that the union of any finite collection of compact subsets of $\mathbb{R}^d$ is compact, but it is not true that the union of an infinite collection of compact subsets is necessarily compact. Show the latter statement by finding an example of an infinite union of compact sets which is not compact.

8. Prove that if $A$ and $B$ are compact subsets of a metric space, then $A \cup B$ and $A \cap B$ are also compact.

9. Prove that if $X$ is a compact metric space, then every sequence in $X$ has a convergent subsequence.

10. Prove that if $X$ is a compact metric space, then every closed subset of $X$ is also compact.

11. Prove that a compact metric space is complete (that is, every Cauchy sequence converges).

12. We will say a metric space $X$ is bounded if, for some $M > 0$ and $x \in X$, the entire space $X$ is contained in $B_M(x) = \{y \in X : \delta(x, y) \leq M\}$. Show that a compact metric space is bounded.

13. Consider the metric space of Exercise 7.2.12. Show that it is complete and bounded, but not compact. Thus, the analogue of the Heine-Borel Theorem does not hold in general metric spaces.

### 7.5 Connected Sets

Consider the three sets $A$, $B$, $C$ described in Figure 7.4. Each of these sets is a subset of $\mathbb{R}^2$ which is the union of two closed discs of radius one. In $A$ the distance between the centers of the two discs is greater than 2; in $B$ it is less than 2 and in $C$ it is exactly 2. The point about these three sets that we wish to discuss is this: set $A$ is disconnected – one cannot pass from one of the discs making up this set to the other without leaving the set. On the other hand, $B$ and $C$ are connected – one can pass from any point in the set to any other point in the set without leaving the set. As stated so far, these are not very precise ideas. The precise definition of connectedness is as follows.

**Definition 7.5.1.** A subset $E$ of $\mathbb{R}^d$ is said to be separated by a pair of open sets $U$ and $V$ in $\mathbb{R}^d$ if
(a) $E \subset U \cup V$;
(b) $(E \cap U) \cap (E \cap V) = \emptyset$;
(c) $E \cap U \neq \emptyset$, and $E \cap V \neq \emptyset$.

If no pair of open subsets of $\mathbb{R}^d$ separates $E$, then we will say that $E$ is connected.

The above definition becomes somewhat simpler to state if we give a special name to subsets of $E$ of the form $E \cap U$ where $U$ is an open set.

**Definition 7.5.2.** Let $E$ be a subset of $\mathbb{R}^d$. A subset $A$ of $E$ is said to be relatively open (in $E$) if it has the form $A = E \cap U$ for some open subset $U$ of $\mathbb{R}^d$. Similarly, a subset $B$ is said to be relatively closed (in $E$) if it has the form $E \cap C$ for some closed subset $C$ of $\mathbb{R}^d$.

Using these concepts, the definition of connecteness can be rephrased as follows.

**Remark 7.5.3.** A subset $E$ of $\mathbb{R}^d$ is connected if and only if it is not the disjoint union of two non-empty relatively open subsets.

**Connected Subsets of $\mathbb{R}$**

The connected subsets of $\mathbb{R}$ are easily characterized.

**Theorem 7.5.4.** A non-empty subset of $\mathbb{R}$ is connected if and only if it is an interval.

**Proof.** Suppose $E$ is a non-empty subset of $\mathbb{R}$. Let

$$a = \inf E \quad \text{and} \quad b = \sup E.$$ 

Now $a$ and $b$ may not be finite, but $E$ is certainly contained in the interval consisting of $(a, b)$ together with $\{a\}$ if $a$ is finite and $\{b\}$ if $b$ is finite. The set $E$ will be an interval if and only if it contains $(a, b)$.

Suppose $E$ is not an interval. Then there is an $x \in (a, b)$ such that $x \notin E$. Then $E$ is contained in the set $(-\infty, x) \cup (x, \infty)$. Furthermore, since $a =$
inf \( E \) and \( a < x \), there must be points of \( E \) which are less than \( x \) — that is, \( E \cap (-\infty, x) \neq \emptyset \). Similarly, since \( b = \sup E \) and \( x < b \), \( E \cap (x, \infty) \neq \emptyset \). Thus, by Definition 7.5.1, the set \( E \) is separated by the pair of open sets \((-\infty, x)\) and \((x, \infty)\) and, hence, is not connected. Thus, if \( E \) is connected, it must be an interval.

Conversely, suppose \( E \) is an interval. Then \( E \) is \((a, b)\) possibly together with one or more of its endpoints. Suppose \( U \) and \( V \) are open subsets of \( \mathbb{R} \) with \( U \cap V = \emptyset \) and \( E \subset U \cup V \). We define a function \( f \) on \( E \) by \( f(x) = 0 \) if \( x \in E \cap U \) and \( f(x) = 1 \) if \( x \in E \cap V \).

We claim \( f \) is a continuous function on the interval \( E \). If \( x \in E \) and \( \epsilon > 0 \), then \( x \) is in one of the sets \( U \) or \( V \). Since they are both open, there is an interval \((x-\delta, x+\delta)\) which is also contained in whichever of these sets contains \( x \). Then \( f \) has the same value at any \( y \in E \cap (x-\delta, x+\delta) \) that it has at \( x \). Thus,

\[
|f(x) - f(y)| = 0 < \epsilon \quad \text{whenever } y \in E \quad \text{and } |x-y| < \delta.
\]

This proves that \( f \) is continuous on \( E \). However, it’s only possible values are 0 and 1. By the intermediate value theorem (Theorem 3.2.3) it cannot take on both these values, since it would then have to take on every value in between. This means one of the sets \( E \cap U \), \( E \cap V \) is empty. Hence, \( E \) is not separated by \( U \) and \( V \). We conclude that no pair of open sets separates \( E \) and, hence, \( E \) is connected.

If \( L \) is a straight line in \( \mathbb{R}^d \), then the intersection of an open ball in \( \mathbb{R}^d \) with \( L \) is an open interval in \( L \) (or is empty). It follows that the relatively open subsets of \( L \) are exactly the open subsets of \( L \) considered as a copy of \( \mathbb{R} \). It follows from the above theorem that intervals in \( L \) are connected subsets of \( \mathbb{R}^d \). Thus, the line segment joining two points in \( \mathbb{R}^d \) is a connected set.

**Connected Components**

**Theorem 7.5.5.** If \( A \) and \( B \) are connected subsets of \( \mathbb{R}^d \) and \( A \cap B \neq \emptyset \), then \( A \cup B \) is also connected.

**Proof.** Suppose \( U \) and \( V \) are disjoint open sets such that \( A \cup B \subset U \cup V \). Since \( A \) is connected, \( U \) and \( V \) cannot both have non-empty intersection with \( A \). Since \( A \) is contained in their union and can’t meet both of them, \( A \) must be contained in either \( U \) or \( V \). Similarly, \( B \) must be contained in either \( U \) or \( V \). Since \( U \) and \( V \) are disjoint and \( A \) and \( B \) are not, \( A \) and \( B \) must be contained in the same one of the sets \( U \) and \( V \) and must both be disjoint from the other. Then one of the sets \( U \cap (A \cup B) \) and \( V \cap (A \cup B) \) is empty. This shows that \( U \) and \( V \) do not separate \( A \cup B \). Hence, \( A \cup B \) is connected. 

Basically the same argument shows that the union of any collection of connected sets with at least one point is common is also connected (Exercise 7.5.6). In particular, if \( x \in E \) where \( E \) is some subset of \( \mathbb{R}^d \), then the union of all connected subsets of \( E \) containing \( x \) is itself connected. Thus, each point of \( E \)
Definition 7.5.6. If $E$ is a subset of $\mathbb{R}^d$ and $x \in E$, then the union of all connected subsets of $E$ containing $x$ is called the connected component of $E$ containing $x$.

Clearly, the connected components of $E$ are the maximal connected subsets of $E$. Any two distinct components are disjoint since, otherwise, their union would be a connected set larger than at least one of them. Two points $x$ and $y$ of $E$ are in the same component of $E$ if and only if there is some connected subset of $E$ that contains both $x$ and $y$. In particular, if the line segment joining two points $x$ and $y$ of $E$ also lies in $E$, then $x$ and $y$ are in the same connected component of $E$.

Since every point in an open or closed ball is joined by a line segment to the center of the ball, we have:

Theorem 7.5.7. Every open or closed ball in $\mathbb{R}^d$ is a connected set.

More generally, a piecewise linear path joining $x$ and $y$ in $E$ is a finite set of line segments $\{[x_{i-1}, x_i]\}_{i=1}^m$, each contained in $E$, with each line segment beginning where the preceding one ends, and with $x_0 = x$ and $x_m = y$. One easily proves by induction that the union of the line segments in such a path is a connected set (see Figure 7.5). It follows that:

Theorem 7.5.8. If $E$ is a subset of $\mathbb{R}^d$ and $x$ and $y$ are points of $E$ that may be joined by a piecewise linear path in $E$, then $x$ and $y$ are in the same component of $E$. If every pair of points in $E$ can be joined by a piecewise linear path, then $E$ is connected.

Example 7.5.9. Find a subset of $\mathbb{R}^2$ with infinitely many components.

Solution: This is easy. The set of integers on the $x$-axis is such a set. Since the only connected subsets of this set are the single point subsets, each point is a component. A more complicated example is illustrated in Figure 7.6. The vertical lines that touch the bottom horizontal line together with this
7.5. CONNECTED SETS

Figure 7.6: A set with infinitely many components

horizontal line form one component, while each of the shorter vertical lines is itself a component.

Components of an Open Set

**Theorem 7.5.10.** If $U$ is an open subset of $\mathbb{R}^d$, then each of its connected components is also open.

**Proof.** Let $V$ be a connected component of the open set $U$ and let $x$ be a point of $V$. Since $U$ is open, there is an open ball $B_r(x)$, centered at $x$, such that $B_r(x) \subset U$. Since $V$ is the union of all connected subsets of $U$ containing $x$ and $B_r(x)$ is connected, it must be true that $B_r(x) \subset V$. Since every point of $V$ is the center of an open ball contained in $V$, the set $V$ is open.

The components of an open set $U$ form a pairwise disjoint family of open connected subsets of $U$ with union $U$. Conversely:

**Theorem 7.5.11.** If an open set $U$ can be written as the union of a pairwise disjoint family $V$ of open connected subsets, then these subsets must be the components of $U$.

**Proof.** If $V$ is one of the open sets in $V$, then $V$ must have non-empty intersection with at least one component of $U$, call it $C$. Then $V \subset C$ since $V$ is a connected set containing a point of the component $C$.

We must also have $C \subset V$, since, otherwise, $V$ and the union of all the sets in $V$ other than $V$ would be two open sets which separate $C$. Thus, $V = C$.

We now have that every set in $V$ is a component of $U$. Since the union of the sets in $V$ is $U$, every component of $U$ must occur in $V$. This completes the proof.

**Example 7.5.12.** What are the components of the complement of the set $D \cup E$ where

$$D = \{(x, y) \in \mathbb{R}^2 : ||(x + 1, y)|| = 1\} \text{ and } E = \{(x \in \mathbb{R}^2 : ||(x - 1, y)|| = 1\}.$$
Solution: The complement of $D \cup E$ is the union of the open sets

$$A = \{(x, y) \in \mathbb{R}^2 : \| (x + 1, y) \| < 1 \},$$
$$B = \{(x, y) \in \mathbb{R}^2 : \| (x - 1, y) \| < 1 \},$$
$$C = \{(x, y) \in \mathbb{R}^2 : \| (x + 1, y) \| > 1 \text{ and } \| (x - 1, y) \| > 1 \}.$$  (7.5.1)

These three sets are pairwise disjoint and each of them is connected. Hence, they must be the components of the complement of $D \cup E$, by the previous theorem.

Exercise Set 7.5

In the first four exercises below, tell whether or not the set $A$ is connected. If $A$ is not connected, describe its connected components. Justify your answers.

1. $A = \{(x, y) \in \mathbb{R}^2 : \| (x, y) \| < 1 \} \cup \{(x, y) \in \mathbb{R}^2 : 1 \leq x \leq 2, \ y = 0 \}$.
2. $A = \{(x, y) \in \mathbb{R}^2 : \| (x, y) \| < 1 \} \cup \{(x, y) \in \mathbb{R}^2 : 1 < x \leq 2, \ y = 0 \}$.
3. $A = \{(x, y) \in \mathbb{R}^2 : 1 < \| (x, y) \| < 2 \}$.
4. $A = \{(x, y) \in \mathbb{R}^2 : 1 < \| (x, y) \| < 2 \} \cup \{(x, y) \in \mathbb{R}^2 : \| (x, y) \| < 1 \}$.
5. What are the connected components of the complement of the set of integers in $\mathbb{R}$?
6. Prove that the union of a collection of connected subsets of $\mathbb{R}^d$ with a point in common is also connected.
7. Which subsets of $\mathbb{R}$ are both compact and connected? Justify your answer.
8. Give an example of two connected subsets of $\mathbb{R}^2$ whose intersection is not connected.
9. Prove that if $U$ is an open connected subset of $\mathbb{R}^d$, then each pair of points in $U$ can be connected by a piecewise linear path in $U$. Hint: fix a point $x_0 \in U$ and consider two sets: (1) the set of points in $U$ that can be connected to $x_0$ by a piecewise linear path and (2) the set of points in $U$ that cannot be connected to $x_0$ by a piecewise connected path.
10. Prove that the closure of a connected set is connected.
11. Is the interior of a connected set necessarily connected? Justify your answer.
13. Connected sets in a metric space (or any topological space) are defined in the same way as they are in $\mathbb{R}^d$. Is it true in general for metric spaces that open balls are connected?
14. A subset of a metric space is said to be \textit{totally disconnected} if its components are all single points. Find a compact, totally disconnected subset of $\mathbb{R}$ which is not a finite set.

15. Find a compact, totally disconnected subset of $\mathbb{R}$ (see the previous exercise) which has no isolated points (a point $x \in E$ is an isolated point of $E$ if $\{x\}$ is relatively open in $E$ – that is, if there is an open set $U$ such that $U \cap E = \{x\}$).
Chapter 8

Functions on Euclidean Space

In this chapter we begin the study of functions defined on a subset of the Euclidean space $\mathbb{R}^p$ with values in the Euclidean space $\mathbb{R}^q$. Our first objective is to define and study continuity for such functions.

8.1 Continuous Functions of Several Variables

For two natural numbers $p$ and $q$, we will be concerned with functions $F$ with domain a subset $D$ of $\mathbb{R}^p$ which take values in $\mathbb{R}^q$. Such a function is sometimes called a transformation from $D$ to $\mathbb{R}^q$. We will denote this situation by $F : D \to \mathbb{R}^q$. The definition of continuity in this context follows the familiar pattern.

**Definition 8.1.1.** Let $D$ be a subset of $\mathbb{R}^p$ and $F : D \to \mathbb{R}^q$ a function. We say that $F$ is continuous at $a \in D$ if for each $\epsilon > 0$ there is a $\delta > 0$ such that

$$||F(x) - F(a)|| \leq \epsilon \quad \text{whenever} \quad x \in D \quad \text{and} \quad ||x - a|| < \delta.$$  

If $F$ is continuous at each point of $D$, then $F$ is said to be continuous on $D$.

Note that this definition depends very much on the domain $D$ of the function due to the fact that the condition on $||F(x) - F(a)||$ is only required to hold for $x \in D$. If the domain of the function is changed, then what it means for a function to be continuous at $a$ may change even if $a$ is in both domains.

**Example 8.1.2.** The function $f : \mathbb{R}^p \to \mathbb{R}$ which is 1 on $B_1(0)$ and 0 everywhere else is clearly not continuous at boundary points of $B_1(0)$. Show that, if the domain of $f$ is changed to $\overline{B_1}(0)$, then the new function is continuous on all of $\overline{B_1}(0)$.

**Solution:** The new function is just the identically 1 function on its domain and, hence, is continuous at each point of its domain – including points of the boundary.
Example 8.1.3. Consider the function \( f : \mathbb{R}^2 \to \mathbb{R} \) defined by
\[
f(x, y) = \begin{cases} 
xy & \text{if } (x, y) \neq (0, 0) \\
x^2 + y^2 & \text{if } (x, y) = (0, 0).
\end{cases}
\]
Show that \( f \) is not continuous at \((0, 0)\).

Solution: This function has the value 0 at \((0, 0)\), but every disc centered at \((0, 0)\) contains points of the form \((x, x)\) with \(x \neq 0\) and, at such a point, \( f \) has the value \(1/2\). So the condition for continuity at \((0, 0)\) will not be satisfied when \( \epsilon \) is \(1/2\) or less.

Example 8.1.4. Show that the function with domain \( \mathbb{R}^2 \) defined by
\[
f(x, y) = \begin{cases} 
\sqrt{x^2 + y^2} & \text{if } (x, y) \neq (0, 0) \\
x^2 + y^2 & \text{if } (x, y) = (0, 0)
\end{cases}
\]
is continuous at \((0, 0)\).

Solution: Since \((x+y)^2 \geq 0\) and \((x-y)^2 \geq 0\), it follows that \(-2xy \leq x^2 + y^2\) and \(2xy \leq x^2 + y^2\). Taken together, these two inequalities imply that
\[2|xy| \leq x^2 + y^2\]
On dividing by \(2\sqrt{x^2 + y^2}\) this becomes
\[
|f(x, y) - f(0, 0)| = \left| \frac{xy}{\sqrt{x^2 + y^2}} \right| \leq \frac{1}{2} \sqrt{x^2 + y^2} = \frac{1}{2} ||(x, y) - (0, 0)||.
\]
Thus, given \(\epsilon > 0\), if \(\delta = 2\epsilon\), then
\[|f(x, y) - f(0, 0)| < \epsilon \quad \text{whenever } ||(x, y) - (0, 0)|| < \delta.
\]
We conclude that \( f \) is continuous at \((0, 0)\).

Vector Valued Functions

The previous two examples involved real valued functions, We will also be concerned with functions with values in \(\mathbb{R}^q\) for some natural number \(q > 1\). Given such a function \( F \) with domain \(D \subset \mathbb{R}^p\), for each \(x \in D\), let \(f_j(x) = e_j \cdot f(x)\) be the \(j\)th component of the vector \(F(x) \in \mathbb{R}^q\). Then each \(f_j\) is a real valued function on \(D\). We will sometimes denote the function \( F \) by
\[F(x) = (f_1(x), f_2(x), \cdots, f_q(x)).\]
The real valued function \(f_j\) is called the \(j\)th component function of \(F\).

Theorem 8.1.5. A function \( F : D \to \mathbb{R}^q \) is continuous at a point \(a \in D\) if and only if each of its component functions is continuous at \(a\).
8.1. CONTINUOUS FUNCTIONS OF SEVERAL VARIABLES

Proof. It follows from Theorem 7.1.12 that, for each \( k \) and each \( x \in D \),

\[
|f_k(x) - f_k(a)| \leq ||F(x) - F(a)|| \leq \sum_{j=1}^{q} |f_j(x) - f_j(a)|.
\]

Given \( \epsilon > 0 \), it follows from the first inequality that if \( ||F(x) - F(a)|| < \epsilon \), then also \( |f_k(x) - f_k(a)| < \epsilon \) for each \( k \). Hence, if \( F \) is continuous at \( x_0 \), then so is each \( f_k \). It follows from the second inequality that if \( |f_j(x) - f_j(a)| < \epsilon/q \) for each \( j \), then \( ||F(x) - F(a)|| < \epsilon \). This implies that if each \( f_j \) is continuous at \( a \), then so is \( F \).

Sequences and Continuity

Recall that Theorem 3.1.5 says that a function \( f \) of one variable is continuous at a point \( a \) of its domain \( D \) if and only if it takes sequences in \( D \) which converge to \( a \) to sequences which converge to \( f(a) \). The same theorem is true of functions of several variables, in fact, it is true of any function from one metric space to another. The proof is also the same and we won’t repeat it.

Theorem 8.1.6. Let \( D \) be a subset of \( \mathbb{R}^p \), \( a \in D \), and \( F : D \rightarrow \mathbb{R}^q \) a transformation. Then \( F \) is continuous at \( a \) if and only if, whenever \( \{x_n\} \) is a sequence in \( D \) which converges to \( a \), then the sequence \( \{F(x_n)\} \) converges to \( F(a) \).

If \( F \) and \( G \) are two functions with domain \( D \subset \mathbb{R}^p \) and with values in \( \mathbb{R}^q \) and if \( h \) is a real valued function with domain \( D \), then we can define new functions, \( hF, F + G, \) and \( F \cdot G \) by

\[
(hF)(x) = h(x)F(x),
\]

\[
(F + G)(x) = F(x) + G(x),
\]

\[
(F \cdot G)(x) = F(x) \cdot G(x).
\]

Theorems 7.2.11 and 8.1.6 combine to prove the following theorem. The details are left to the exercises.

Theorem 8.1.7. With \( F, G, h, \) and \( D \) as above, if \( F, G, \) and \( h \) are continuous at \( a \in D \), then so are \( hF, F + G, \) and \( F \cdot G \).

Composition of Functions

If \( G : D \rightarrow \mathbb{R}^p \) is a function with domain \( D \subset \mathbb{R}^d \) and \( F : E \rightarrow \mathbb{R}^q \) is a function with domain \( E \subset \mathbb{R}^p \), then \( F(G(x)) \) is defined as long as \( x \in D \) and \( G(x) \in E \). Thus,

\[
(F \circ G)(x) = F(G(x))
\]

defines a function with domain \( D \cap G^{-1}(E) \) and with values in \( \mathbb{R}^q \). This is the composition of the function \( G \) with the function \( F \).

The following theorem follows immediately from two applications of Theorem 8.1.6. The details are left to the exercises.
Theorem 8.1.8. With \( F \) and \( G \) as above, if \( a \in D \cap G^{-1}(E) \), \( G \) is continuous at \( a \) and \( F \) is continuous at \( G(a) \), then \( F \circ G \) is continuous at \( a \).

Limits

Whether or not a function \( F \) is defined at a point \( a \in \mathbb{R}^p \), it may have a limit as \( x \) approaches \( a \). In order for this concept to make sense, it must be the case that there are points of the domain of \( F \) which are arbitrarily close but not equal to \( a \).

If \( D \) is a subset of \( \mathbb{R}^p \) and \( a \in \mathbb{R}^p \), then we will say that \( a \) is a limit point of \( D \) if every neighborhood of \( a \) contains points of \( D \) different from \( a \) (note that \( a \) may or may not be in \( D \)).

Definition 8.1.9. If \( D \subset \mathbb{R}^p \), \( a \) is a limit point of \( D \), and \( F : D \to \mathbb{R}^q \) is a function with domain \( D \), then we will say that the limit of \( F \) as \( x \) approaches \( a \) is \( b \) if, for each \( \epsilon > 0 \), there is a \( \delta > 0 \) such that

\[
||F(x) - b|| < \epsilon \quad \text{whenever} \quad x \in D \quad \text{and} \quad 0 < ||x - a|| < \delta.
\]

In this case, we write \( \lim_{x \to a} F(x) = b \).

If we compare this definition with the definition of continuity at \( a \) (Definition 8.1.1), we see that a function \( F : D \to \mathbb{R}^q \) is continuous at a point \( a \in D \) which is a limit point of \( D \) if and only if \( \lim_{x \to a} F(x) = F(a) \).

On the other hand, if \( a \in D \) but \( a \) is not a limit point of \( D \), then a function \( F \), with domain \( D \) is automatically continuous at \( a \) (since, for small enough \( \delta \), there are no points \( x \in D \) with \( ||x - a|| < \delta \) other than \( x = a \)), but the limit of \( F \) as \( x \) approaches \( a \) is not defined. A point of \( D \) which is not a limit point of \( D \) is called an isolated point of \( D \). For example, the set \( D = B_1((0,0)) \cup \{(1,1)\} \) is a subset of \( \mathbb{R}^2 \) with \((1,1)\) as an isolated point.

Note that Examples 8.1.3 and 8.1.4 show that

\[
\lim_{(x,y) \to (0,0)} \frac{xy}{\sqrt{x^2 + y^2}} = 0,
\]

while

\[
\lim_{(x,y) \to (0,0)} \frac{xy}{x^2 + y^2}
\]

does not exist. In fact, this function has limit

\[
\frac{a}{1 + a^2}
\]

as \((x, y)\) approaches \((0, 0)\) along the line \( y = ax \) – that is, if the domain of the function is restricted to be the line \( y = ax \) with the origin removed – but unless the domain is so restricted, the limit does not exist.
Curves and Surfaces

A continuous function \( \gamma : I \to \mathbb{R}^q \), where \( I \) is an interval in \( \mathbb{R} \), is called a parameterized curve with parameter interval \( I \). The variable \( t \) in \( \gamma(t) \) is called the parameter for the curve. Intuitively, as \( t \) ranges through the parameter interval, \( \gamma(t) \) traces out something like a curved line in \( \mathbb{R}^q \).

If the parameter interval \( I \) is a closed bounded interval \([a, b] \) with \( \gamma(a) = x \) and \( \gamma(b) = y \), then \( \gamma \) is called a curve in \( \mathbb{R}^q \) joining \( x \) to \( y \). The points \( x \) and \( y \) are called the endpoints of the curve. If \( x = y \), then \( \gamma \) is called a closed curve.

Example 8.1.10. Give examples of a closed curve, a curve with endpoints which is not closed, and a curve with no endpoints.

Solution: The curve \( \gamma(t) = (\cos t, \sin t) \), \( t \in [0, 2\pi] \), is a closed curve in \( \mathbb{R}^2 \). It is closed because \( \gamma(0) = (1, 0) = \gamma(2\pi) \).

The curve \( \gamma(t) = (t^2, t^3) \), \( t \in [0, 1] \), is a curve joining \( x = (0, 0) \) and \( y = (1, 1) \). It has these points as endpoints. It is not closed, since the endpoints are not the same.

The curve \( \gamma(t) = (t \cos t, t \sin t, t) \), \( t \in (-\infty, \infty) \) is a spiral curve in \( \mathbb{R}^3 \) with no endpoints.

Generally, a curve is a one dimensional object, but there are exceptions. A curve may be degenerate – that is, \( \gamma(t) \) may be a constant vector in \( \mathbb{R}^q \). Then the image of \( \gamma \) is a single point, which is a zero dimensional object.

A parameterized surface in \( \mathbb{R}^q \) \( (q \geq 2) \) is a continuous function \( F : A \to \mathbb{R}^q \), where \( A \) is an open subset of \( \mathbb{R}^2 \) or an open subset of \( \mathbb{R}^2 \) together with all or part of the boundary of this open subset.

Example 8.1.11. Give three examples of parameterized surfaces.

Solution: The image of the surface

\[
F(\theta, \phi) = (\cos \theta \cos \phi, \sin \theta \cos \phi, \sin \phi) \quad \text{with} \quad \theta \in [0, 2\pi), \ \phi \in [0, \pi]
\]

is the sphere of radius 1 centered at the origin. The parameter set \( A \) in this case is the rectangle \([0, 2\pi) \times [0, \pi] \). The parameterization is the one given by expressing the sphere in spherical coordinates. Note that this sphere is just \( B_1(0) \setminus B_1(0) \) and, hence, is a closed set (Exercise 7.3.6) even though its parameter set is not closed.

The closed upper half of the above sphere may be parameterized as above but with parameter set \([0, 2\pi) \times [0, \pi/2] \) or it may be parameterized by

\[
G(x, y) = (x, y, \sqrt{1 - x^2 - y^2}) \quad \text{with} \quad x^2 + y^2 \leq 1.
\]

Here, the set \( A \) is the closed disc of radius 1 centered at the origin in \( \mathbb{R}^2 \).

If we change the parameter set for \( G \) in the above example to the open disc of radius 1 centered at 0, then we obtain a surface which is not a closed set – the upper half of the unit sphere not including the circle \( \{(x, y, z) : x^2 + y^2 = 1, \ z = 0\} \).
Generally, the image of a parameterized surface is a two dimensional object, but there are exceptions. A surface may be degenerate. The parameter function $F$ could have image contained in a set of dimension less than 2 – it could be a point, or a curve. For example, the image of 

$$F(u, v) = (\cos(u + v), \sin(u + v), u + v) \quad \text{with} \quad (u, v) \in \mathbb{R}^2$$

is actually the spiral curve $(\cos t, \sin t, t)$, as we can see by making the substitution $t = u + v$.

Conditions that guarantee that a curve or surface is not degenerate will be obtained in the next chapter.

Exercise Set 8.1

1. Consider the function $f : \mathbb{R}^2 \to \mathbb{R}$ defined by

$$f(x, y) = \begin{cases} 
\frac{xy^2}{x^2 + y^2} & \text{if } (x, y) \neq (0, 0) \\
0 & \text{if } (x, y) = (0, 0).
\end{cases}$$

Is this function continuous at $(0, 0)$? Justify your answer.

2. Give a simple reason why the function $\gamma : \mathbb{R} \to \mathbb{R}^4$ defined by 

$$\gamma(t) = (t, \sin t, e^t, t^2)$$

is continuous on $\mathbb{R}$.

3. Does the function $f : \mathbb{R}^2 \setminus \{(0, 0)\} \to \mathbb{R}$, defined by

$$f(x, y) = \frac{x}{\sqrt{x^2 + y^2}},$$

have a limit as $(x, y)$ approaches $(0, 0)$. Justify your answer.

4. Consider the function $f : \mathbb{R}^2 \to \mathbb{R}$ defined by

$$f(x, y) = \begin{cases} 
xy & \text{if } xy > 0 \\
0 & \text{if } xy \leq 0.
\end{cases}$$

At which points of $\mathbb{R}^2$ is this function continuous?

5. Consider the function $f : \mathbb{R}^2 \to \mathbb{R}$ defined by

$$f(x, y) = \begin{cases} 
\frac{y^2 - x^2y}{|y - x^2|} & \text{if } y \neq x^2 \\
0 & \text{if } y = x^2.
\end{cases}$$

At which points of $\mathbb{R}^2$ is this function continuous?
6. Prove Theorem 8.1.7.

7. Prove Theorem 8.1.8.

8. Prove that $a$ is a limit point of a set $D \subset \mathbb{R}^p$ if and only if there is a sequence of points in $D$ but not equal to $a$ which converges to $a$.

9. Let $D$ be a subset of $\mathbb{R}^p$ and $F : D \to \mathbb{R}^q$ a function. If $a$ is a limit point of $D$, prove that $\lim_{x \to a} F(x) = b$ if and only if $\lim_{n \to \infty} F(x_n) = b$ whenever $\{x_n\}$ is a sequence in $D$ which converges to $a$.

10. Let $F : D \to \mathbb{R}^q$ be a transformation with domain $D \subset \mathbb{R}^p$ and let $a$ be a limit point of $D$. Prove that if $\{F(x_n)\}$ converges whenever $\{x_n\}$ is a sequence in $D$ which converges to $a$, then $\lim_{x \to a} F(x)$ exists.

11. Let $B_1(0)$ be the open unit ball in $\mathbb{R}^2$. Does every continuous function $f : B_1(0) \to \mathbb{R}$ take Cauchy sequences to Cauchy sequences?

12. Let $\overline{B}_1(0)$ be the closed unit ball in $\mathbb{R}^2$. Does every continuous function $f : \overline{B}_1(0) \to \mathbb{R}$ take Cauchy sequences to Cauchy sequences?

13. Find a parameterized curve $\gamma(t)$ in $\mathbb{R}^2$, with parameter interval $[0, \infty)$, that begins at $(1, 0)$, spirals inward in the counterclockwise direction, and approaches $(0, 0)$ as $t \to \infty$.

14. Find a parameterization of the cylindrical surface in $\mathbb{R}^3$ defined by the equation $x^2 + y^2 = 1$ ($z$ is unrestricted). That is, find a continuous function $F : A \to \mathbb{R}^3$ with $A \subset \mathbb{R}^2$, such that $F$ has the cylinder as image.

8.2 Properties of Continuous Functions

The theme of this section is that continuous functions are the functions that behave well with respect to topological properties of sets.

Continuity and Open and Closed Sets

Recall that if $D$ is a subset of $\mathbb{R}^p$, then a relatively open subset of $D$ is a set of the form $U \cap D$, where $U$ is open in $\mathbb{R}^p$. The relatively open subsets of $D$ are the open subsets of $D$ considered as a metric space by itself (rather than a subset of $\mathbb{R}^p$). Relatively closed sets are defined analogously.

**Theorem 8.2.1.** If $D \subset \mathbb{R}^p$ and $F : D \to \mathbb{R}^q$ is a function, then $F$ is continuous on $D$ if and only if $F^{-1}(U)$ is a relatively open subset of $D$ whenever $U$ is an open subset of $\mathbb{R}^q$. Equivalently, $F$ is continuous if and only if $F^{-1}(A)$ is a relatively closed subset of $D$ whenever $A$ is a closed subset of $\mathbb{R}^q$. 
Proof. Suppose $F$ is continuous and $U$ is an open subset of $\mathbb{R}^q$. If $a \in F^{-1}(U)$, then $b = F(a) \in U$. Since $U$ is open, there is an $\epsilon > 0$ such that $B_{\epsilon}(b) \subset U$. Since $F$ is continuous on $D$, there is a $\delta > 0$ such that
\[ ||F(x) - F(a)|| < \epsilon \quad \text{whenever} \quad x \in D \quad \text{and} \quad ||x - a|| < \delta. \]
This implies that $F(B_{\delta}(a) \cap D) \subset B_{\epsilon}(b) \subset U$, and, hence, that
\[ B_{\delta}(a) \cap D \subset F^{-1}(U). \]
Since we can do this at each $a \in F^{-1}(U)$, we conclude that $F^{-1}(U)$ is relatively open in $D$. Hence, it is relatively open in $D$.

On the other hand, suppose $F^{-1}(U)$ is relatively open in $D$ for each open set $U$ in $\mathbb{R}^q$. In particular, this implies that if $a \in D$, $b = F(a)$, and $\epsilon > 0$, then the set $F^{-1}(B_{\epsilon}(b))$ is relatively open in $D$. Thus,
\[ F^{-1}(B_{\epsilon}(b)) = D \cap V \]
for some open set $V \subset \mathbb{R}^p$. Since $a \in V$ and $V$ is open, there is a $\delta > 0$ such that $B_{\delta}(a) \subset V$. Then $x \in D$ and $||x - a|| < \delta$ implies $x \in V \cap D = F^{-1}(B_{\epsilon}(b))$. This means that
\[ ||F(x) - F(a)|| < \epsilon \quad \text{whenever} \quad x \in D \quad \text{and} \quad ||x - a|| < \delta. \]
Hence, $F$ is continuous at $a$. Since this is true for all points $a \in D$, we conclude that $F$ is continuous on $D$.

The analogous result for closed sets follows from the above by taking complements and using the fact that a subset of $D$ is relatively closed if and only if it is the complement in $D$ of a set which is relatively open. The details are left to the exercises.

If $D$ is open, then the relatively open subsets of $D$ are just the open subsets of $D$. Hence, we have the following corollary of the above theorem.

**Corollary 8.2.2.** If $D \subset \mathbb{R}^p$ is open and $F : D \to \mathbb{R}^q$ is a function, then $F$ is continuous on $D$ if and only if $F^{-1}(U)$ is open for every open set $U \subset \mathbb{R}^q$.

### Continuity and Compactness

The proof of the following theorem is very simple, but it has a lot of very useful consequences.

**Theorem 8.2.3.** If $K$ is a compact subset of $\mathbb{R}^p$ and $F : K \to \mathbb{R}^q$ is a continuous function, then $F(K)$ is a compact subset of $\mathbb{R}^q$.

**Proof.** Let $\mathcal{U}$ be an open cover of $F(K)$ and let $\mathcal{V}$ be the collection of all open subsets $V \subset \mathbb{R}^p$ such that $V \cap K = F^{-1}(U)$ for some $U \in \mathcal{U}$. There is at least
one such $V$ for each $U \in \mathcal{U}$ since $F^{-1}(U)$ is relatively open in $K$ by the previous theorem.

Since $\mathcal{U}$ is a cover of $F(K)$, $\mathcal{V}$ is an open cover of $K$. Since $K$ is compact, there is a finite subcollection $\{V_j\}_{j=1}^n$ of $\mathcal{V}$ which also covers $K$. For each $V_j$ there is a $U_j \in \mathcal{U}$ such that $V_j \cap K = F^{-1}(U_j)$.

If $y \in F(K)$, then $y = F(x)$ for some $x \in K$. This $x$ belongs to $V_j$ for some $j$ because $\{V_j\}_{j=1}^n$ is a cover of $K$. Then $y \in U_j$. This proves that the collection $\{U_j\}_{j=1}^n$ is a cover of $F(K)$. It is, in fact, a finite subcover of $\mathcal{U}$. Since we can do this for every open cover of $F(K)$, we have proved that $F(K)$ is compact.

A function $F: D \to \mathbb{R}^q$ is said to be bounded on $D$ if there is a number $M$ such that
\[ \|F(x)\| \leq M \quad \text{for all} \quad x \in D. \]
That is, $F$ is bounded on $D$ if the set of non-negative numbers $\{\|F(x)\| : x \in D\}$ is bounded above. The least upper bound of this set is denoted $\sup_D \|F(x)\|$. It may or may not be a member of the set — that is, there may or may not be a point $x_0 \in D$ such that $\|F(x_0)\| = \sup_D \|F(x)\|$. If there is such a point $x_0$, then we say that $\|F(x)\|$ assumes a maximum value on $D$.

A compact set contains points of maximal norm and points of minimal norm (Exercise 7.4.3). Combining this with the previous theorem yields the following:

**Theorem 8.2.4.** If $K \subset \mathbb{R}^p$ is compact and $F: K \to \mathbb{R}^q$ is continuous, then $F$ is bounded on $K$ and $\|F(x)\|$ assumes a maximum value on $K$.

*Proof.* By the previous theorem, $F(K)$ is compact and, hence, bounded. Furthermore, it contains a point of maximum norm by Exercise 7.4.3. This point is in $F(K)$ and so it the form $F(x_0)$ for some $x_0 \in K$. \hfill $\Box$

**Corollary 8.2.5.** If $K \subset \mathbb{R}^p$ is compact and $f: K \to \mathbb{R}$ is a continuous real valued function on $K$, then $f$ assumes a maximal value and a minimal value on $K$.

*Proof.* It follows from the previous theorem that $\{|f(x)| : x \in K\}$ is bounded above by some number $M$. Then the function $g(x) = f(x) + M$ is a non-negative function and so $|g(x)| = g(x)$. By the previous theorem, there is a point $x_0 \in K$ with
\[ g(x) \leq g(x_0) \quad \text{for all} \quad x \in K. \]
Since $f(x) = g(x) - M$, it follows that $x_0$ is a point at which $f$ achieves its maximal value.

Since the above argument applies equally well to $-f(x)$, and, since a maximum for $-f(x)$ on $K$ will be the negative of a minimum for $f(x)$ on $K$, it follows that $f(x)$ has a minimum value on $K$ as well. \hfill $\Box$

**Example 8.2.6.** Show that if $A$ is a non-empty closed subset of $\mathbb{R}^p$ and $b \in \mathbb{R}^p$ a point which is not in $A$, then there is a closest point to $b$ in $A$. That is, a point $a \in A$ such that $\|b - a\| \leq \|b - x\|$ for all $x \in A$. 
Theorem 7.5.4 the only such sets are intervals. Thus, $a$

By the previous theorem, $f$ takes on a minimum value on $K$, this is also a minimum value for $f$ on $A$ since $f$ has larger values on points of $A$ which are not in $K$. Thus, $a \in A$ and $||b - a|| \leq ||b - x||$ for all $x \in A$.

Continuity and Connectedness

Continuous functions also take connected sets to connected sets.

Theorem 8.2.7. If $D \subset \mathbb{R}^p$ is connected and $F : D \to \mathbb{R}^q$ is continuous, then $F(D)$ is also connected.

Proof. Suppose $U$ and $V$ are open subsets of $\mathbb{R}^q$ such that $U \cap V = \emptyset$ and $F(D) \subset U \cup V$. Then $F^{-1}(U)$ and $F^{-1}(V)$ are relatively open subsets of $D$, $F^{-1}(U) \cap F^{-1}(V) = \emptyset$, and $D \subset F^{-1}(U) \cup F^{-1}(V)$. Thus, one of the sets $F^{-1}(U) \cap D$ and $F^{-1}(V) \cap D$ must be empty since, otherwise, they would separate $D$. However, if $F^{-1}(U) \cap D = \emptyset$, then $U \cap F(D) = \emptyset$ and a similar statement holds for $V$. Thus, either $U$ or $V$ has empty intersection with $F(D)$ and the two sets do not separate $F(D)$. Hence, $F(D)$ is connected.

The following is the several variable version of the intermediate value theorem, since it says that if a continuous real valued function on a connected set takes on two values, it also takes on every value in between the two.

Corollary 8.2.8. If $D \subset \mathbb{R}^p$ is connected and $f : \mathbb{R}^p \to \mathbb{R}$ is a continuous function, then $f(D)$ is an interval.

Proof. By the previous theorem, $f(D)$ is a connected subset of the line $\mathbb{R}$. By Theorem 7.5.4 the only such sets are intervals.

Now suppose $E$ is a subset of $\mathbb{R}^d$ and $\gamma : I \to E$ is a parameterized curve with parameter interval $I = [a, b]$. Since $I$ is connected by Theorem 7.5.4, its image $\gamma(I)$ is a connected subset of $E$. Thus, if $x = \gamma(a)$ and $y = \gamma(b)$, then $x$ and $y$ must be in the same component of $E$. Thus, we have proved the following.

Theorem 8.2.9. If $E$ is a subset of $\mathbb{R}^d$ and $x$ and $y$ are points of $E$ that may be joined by a curve in $E$, then $x$ and $y$ are in the same connected component of $E$. If each pair of points of $E$ may be joined by a curve in $E$, then $E$ is connected.

Example 8.2.10. Show that the unit circle $T$ (the set of points $(x, y) \in \mathbb{R}^2$ with $x^2 + y^2 = 1$) is connected.

Solution: Each point on the circle $T$ is of the form $(\cos t, \sin t)$. Each pair of such points $(\cos a, \sin a)$ and $(\cos b, \sin b)$ with $a < b$, are joined by the curve

$$\gamma(t) = (\cos t, \sin t) \quad t \in [a, b]$$

which lies in the circle. Hence, the circle $T$ is connected.
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Uniform Continuity

Definition 8.2.11. Let \( D \) be a subset of \( \mathbb{R}^p \) and \( F : D \to \mathbb{R}^q \) a function. Then \( F \) is said to be uniformly continuous on \( D \) if for each \( \epsilon > 0 \) there is a \( \delta > 0 \) such that

\[
||F(x) - F(y)|| < \epsilon \quad \text{whenever} \quad x, y \in D \quad \text{and} \quad ||x - y|| < \delta.
\]

As with uniform continuity for functions of one variable, discussed in Section 3.3, the point here is that the choice of \( \delta \) does not depend on \( x \) or \( y \).

Uniform continuity is an important concept and it will play a key role in our proof of the existence of the Riemann integral of a function of several variables.

We proved in Theorem 3.3.4 that a continuous function on closed, bounded interval is uniformly continuous. The analogous theorem holds for functions of several variables, but compact sets replace closed, bounded intervals.

**Theorem 8.2.12.** If \( K \) is a compact subset of \( \mathbb{R}^p \) and \( F : K \to \mathbb{R}^q \) is continuous on \( K \), then \( F \) is uniformly continuous on \( K \).

**Proof.** Since \( F \) is continuous on \( K \), given \( \epsilon > 0 \) we may choose for each \( x \in K \) a number \( \delta(x) > 0 \) such that

\[
||F(y) - F(x)|| < \epsilon/2 \quad \text{whenever} \quad y \in K \quad \text{and} \quad ||y - x|| < \delta(x). \quad (8.2.1)
\]

We set \( \rho(x) = \delta(x)/2 \). Then \( \rho(x) \) is a positive valued function defined on \( K \), just as in Example 7.4.9. In that example, we showed that a consequence of the compactness of \( K \) is that there is a finite set of points \( \{x_1, x_2, \cdots, x_n\} \) such that \( K \) is contained in the union of the balls \( B_{\rho(x_j)}(x_j) \) for \( j = 1, \cdots, n \).

We set \( \rho = \min\{\rho(x_j) : j = 1, \cdots, n\} \). Then given any two points \( x, y \in K \) with \( ||x - y|| < \rho \), \( x \) must be in \( B_{\rho(x_j)}(x_j) \) for some \( j \). This implies that \( ||x - x_j|| < \rho(x_j) < \delta(x_j) \) and

\[
||y - x_j|| \leq ||y - x|| + ||x - x_j|| < \rho + \rho(x_j) \leq 2\rho(x_j) = \delta(x_j).
\]

Since both \( x \) and \( y \) are within \( \delta(x_j) \) of \( x_j \), it follows from (8.2.1) that

\[
||F(x) - F(y)|| \leq ||F(x) - F(x_j)|| + ||F(x_j) - F(y)|| < \epsilon/2 + \epsilon/2 = \epsilon.
\]

Hence, \( F \) is uniformly continuous on \( K \). \( \square \)

In Theorem 3.3.6 we showed that a function is uniformly continuous on a bounded interval if and only if it has a continuous extension to the closure of the interval. The analogous theorem holds for functions from \( \mathbb{R}^p \) to \( \mathbb{R}^q \).

**Theorem 8.2.13.** If \( D \subset \mathbb{R}^p \) is a bounded set and \( F : D \to \mathbb{R}^q \) is a function, then \( F \) is uniformly continuous on \( D \) if and only if \( F \) can be extended to a continuous function \( F : \overline{D} \to \mathbb{R}^q \).
**Proof.** Note that since $D$ is bounded, $\overline{D}$ is compact. Thus, if $F$ has an extension to a continuous function $\hat{F} : \overline{D} \to \mathbb{R}^q$, then $\hat{F}$ is uniformly continuous on $\overline{D}$, by the previous theorem. Then $\hat{F}$ is also uniformly continuous on the smaller set $D$. But $\hat{F} = F$ on $D$, and so $F$ is uniformly continuous on $D$.

Conversely, suppose $F$ is uniformly continuous on $D$. Then $\{F(x_n)\}$ is a Cauchy sequence in $\mathbb{R}^q$ whenever $\{x_n\}$ is a Cauchy sequence in $D$ (Exercise 8.2.11). If $x \in \overline{D}$, then there is a sequence $\{x_n\}$ in $D$ that converges to $x$ (Theorem 7.3.10). Such a sequence is necessarily Cauchy and so $\{F(x_n)\}$ is also Cauchy. But Cauchy sequences in $\mathbb{R}^q$ converge by Theorem 7.2.16.

If $\{y_n\}$ is another sequence in $D$ which converges to $x$, then we may construct a third sequence $\{z_n\}$ converging to $x$ by intertwining the sequences $\{x_n\}$ and $\{y_n\}$ – that is, let $z_{2n} = y_n$ and $z_{2n-1} = x_n$. Then, $\{z_n\}$ not only converges to $x$, it has both $\{x_n\}$ and $\{y_n\}$ as subsequences. By the above argument, the sequence $\{F(z_n)\}$ must converge to a point $u \in \mathbb{R}^q$. Both subsequences $\{F(x_n)\}$ and $\{F(y_n)\}$ must then converge to the same point $u$. Thus, we have proved that no matter what sequence $\{x_n\}$ converging to $x$ we choose, the limit of the sequence $\{F(x_n)\}$ is the same. Therefore, it makes sense to define an extension $\tilde{F}$ of $F$ to $\overline{D}$ by setting

$$\tilde{F}(x) = \lim_{n \to \infty} F(x_n)$$

for any sequence $\{x_n\}$ in $D$ converging to $x$. The resulting function is obviously equal to $F$ on $D$, since we may just choose $x_n = x$ for all $n$ if $x \in D$.

We now have an extension $\tilde{F}$ of $F$ to $\overline{D}$. It remains to prove that it is continuous on $\overline{D}$. We will do this by applying Theorem 8.1.6. If $\{x_n\}$ is a sequence in $\overline{D}$ which converges to $x \in \overline{D}$, we may choose for each $n$ a point $y_n \in D$ such that $||x_n - y_n|| < 1/n$ and $||F(y_n) - \tilde{F}(x_n)|| < 1/n$. Then

$$||x - y_n|| \leq ||x_n - x|| + ||x_n - y_n|| < ||x_n - x_n|| + 1/n.$$  

Since $||x_n - x|| \to 0$ and $1/n \to 0$, it follows that $y_n \to x$ and, hence, $F(y_n) \to \tilde{F}(x)$ by our definition of $\tilde{F}$. However, it also follows that $\tilde{F}(x_n) \to \tilde{F}(x)$ since,

$$||\tilde{F}(x) - \tilde{F}(x_n)|| \leq ||\tilde{F}(x) - F(y_n)|| + ||F(y_n) - \tilde{F}(x_n)||,$$

and both $||F(y_n) - \tilde{F}(x_n)||$ and $||\tilde{F}(x) - F(y_n)||$ converge to $0$. Since $\tilde{F}(x_n) \to \tilde{F}(x)$ whenever $\{x_n\}$ is a sequence in $\overline{D}$ converging to $x \in \overline{D}$, the function $\tilde{F}$ is continuous on $\overline{D}$ by Theorem 8.1.6.

**Exercise Set 8.2**

1. If $A = \{(x, y) \in \mathbb{R}^2 : 0 \leq x \leq 1, 0 \leq y \leq 1\}$. Which of the following sets cannot be the image of the set $A$ under a continuous function $F : A \to \mathbb{R}^2$? Justify your answers.

   (a) $B_2(0, 0)$;
   (b) $B_1(0)$;
   (c) $\{(x, y) \in \mathbb{R}^2 : 0 \leq x \leq 1, 0 \leq y\}$;
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(d) \( B_1(0,0) \cup B_1(3,0) \).

(e) \( \{(t,t) \in \mathbb{R}^2 : t \in \mathbb{R}; \ 0 \leq t \leq 1\} \).

2. Finish the proof of Theorem 8.2.1, by proving that a function is continuous if and only if the inverse image of each closed set is closed. Hint: you may use the first part of the theorem (that a function is continuous if and only if the inverse image of each open set is open).

3. If \( K \) is a compact, connected subset of \( \mathbb{R}^p \) and \( f : K \to \mathbb{R} \) is a continuous function, what can you say about \( f(K) \)?

4. If \( F : \mathbb{R}^p \to \mathbb{R}^q \) is continuous and \( A \) is a bounded subset of \( \mathbb{R}^p \), prove that \( \overline{F(A)} = F(\overline{A}) \). Is this necessarily true if \( A \) is not bounded?

5. The image of a compact set under a continuous function is compact, hence closed, by Theorem 8.2.3. Is the image of a closed set under a continuous function necessarily closed? Prove that it is or give an example where it is not.

6. Is the image of an open set under a continuous function necessarily an open set? Prove that it is or give an example where it is not.

7. Is the sphere \( \{(x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 = 1\} \) connected? How do you know?

8. Prove that if \( f : T \to \mathbb{R} \) is a continuous real valued function on the unit circle \( T \), then there is a pair of diametrically opposed points \( (x, y) \) and \( (-x, -y) \) on \( T \) at which \( f \) has the same value.

9. Find an example of a closed set \( A \subset \mathbb{R}^2 \), which is connected, but which contains two points that cannot be joined by a curve in \( A \).

10. Is the function \( f : \mathbb{R}^2 \setminus \{(2, 0)\} \to \mathbb{R} \) defined by

\[
    f(x, y) = \frac{1}{(x - 2)^2 + y^2}
\]

uniformly continuous on \( B_1(0,0) \)? Is it uniformly continuous on \( B_2(0,0) \)? Justify your answers.

11. If \( D \subset \mathbb{R}^p \), prove that a function \( F : D \to \mathbb{R}^q \) is uniformly continuous on \( D \) if and only if \( \{F(x_n)\} \) is a Cauchy sequence in \( \mathbb{R}^q \) whenever \( \{x_n\} \) is a Cauchy sequence in \( D \).

12. Does uniform continuity make sense for a function from one metric space to another? If so, how would you define it?
8.3 Sequences of Functions

Uniform convergence of sequences of functions will play the same role in functions of several variables that it did in earlier chapters on functions of a single variable. It preserves continuity and allows the limit to be taken inside an integral.

The results of Section 3.4 on uniform convergence hold in the several variable context and have almost the same proofs.

**Uniform convergence**

**Definition 8.3.1.** Let \( \{F_n\} \) be a sequence of functions from \( D \subset \mathbb{R}^p \) to \( \mathbb{R}^q \). We say this sequence converges pointwise to \( F : D \rightarrow \mathbb{R}^q \) on \( D \) if the sequence \( \{F_n(x)\} \) converges to \( F(x) \) for each \( x \in D \).

We say \( \{F_n\} \) converges uniformly to \( F : D \rightarrow \mathbb{R}^q \) on \( D \) if, for each \( \epsilon > 0 \), there is an \( N \) such that

\[
||F(x) - F_n(x)|| < \epsilon \quad \text{whenever} \quad x \in D \quad \text{and} \quad n \geq N.
\]

The difference between pointwise and uniform convergence is that, in the latter, the choice of \( N \) must be independent of \( x \).

The following test for uniform convergence is the several variable analogue of Theorem 3.4.6. The proof is simple and is left to the exercises.

**Theorem 8.3.2.** Let \( F \) be a function and \( \{F_n\} \) a sequence of functions defined on a set \( D \subset \mathbb{R}^p \) and having values in \( \mathbb{R}^q \). If there is a sequence of non-negative numbers \( \{b_n\} \), such that \( b_n \rightarrow 0 \), and

\[
||F(x) - F_n(x)|| \leq b_n \quad \text{for all} \quad x \in D,
\]

then \( \{F_n\} \) converges uniformly to \( F \) on \( D \).

**Example 8.3.3.** Examine the convergence of the sequence \( \{(x^2 + y^2)^n\} \) on the closed disc \( \overline{B}_r(0, 0) \) in \( \mathbb{R}^2 \) for each \( r \leq 1 \).

**Solution:** If \( r < 1 \), then \( \{F_n(x)\} \) converges to 0 on \( \overline{B}_r(0, 0) \). By the previous theorem, the convergence is uniform because

\[
||(x^2 + y^2)^n|| \leq r^{2n} \quad \text{on} \quad \overline{B}_r(0, 0)
\]

and \( r^{2n} \rightarrow 0 \).

On \( \overline{B}_1(0, 0) \), the sequence converges to 0 if \( (x, y) \) is in the interior of the disc and to 1 if \( (x, y) \) is on the boundary of the disc. The limit function is not continuous on \( \overline{B}_1(0, 0) \) and, by the next theorem, this means the convergence is not uniform. Without using this theorem, we can easily see that the convergence is not uniform – in fact, not uniform even on the smaller set \( B_1(0, 0) \). Given an \( \epsilon \) with \( 0 < \epsilon < 1 \), if \( (x, y) \in B_1(0, 0) \) and we set \( r = ||(x, y)|| < 1 \), then

\[
||(x^2 + y^2)^n|| = r^{2n} \quad \text{and so} \quad ||(x^2 + y^2)^n|| < \epsilon
\]  

(8.3.1)
if and only
\[ n > N_r = \frac{\ln \epsilon}{2 \ln r}. \]
Thus, an \( N \) with the property that (8.3.1) holds for all \( r < 1 \) must be larger
than \( N_r \) for all \( r < 1 \). There is no such \( N \), since \( \lim_{r \to 1} N_r = \infty \).

**Uniform Convergence and Continuity**

One of the main reasons uniform convergence is important is the following theorem. Its proof is the same as the proof of the analogous theorem for real valued functions of a real variable (Theorem 3.4.4), and we will not repeat it.

**Theorem 8.3.4.** If \( \{ F_n \} \) is a sequence of continuous functions from a subset \( D \) of \( \mathbb{R}^p \) to \( \mathbb{R}^q \), which converges uniformly on \( D \) to a function \( F \), then \( F \) is also
continuous on \( D \).

As we saw in example 8.3.3, a sequence of continuous functions which converges only pointwise may not converge to a continuous function.

**Example 8.3.5.** Define a sequence \( \{ F_n \} \) of functions from the unit ball \( B_1(0,0) \) in \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \) by
\[
F_n(x, y) = \left( \frac{x^2 - ny^2}{1 + ny^2}, \frac{nx}{1 + nx^2} \right).
\]
Show that this sequence converges pointwise, but not uniformly on \( B_1(0,0) \).

**Solution:** Each of the functions \( F_n \) is continuous on \( B_1(0,0) \). The sequence clearly converges pointwise to the function \( F \) defined on \( B_1(0,0) \) by
\[
F(x) = \begin{cases} 
(-1,1/x) & \text{if } x \neq 0, y \neq 0 \\
(-1,0) & \text{if } x = 0, y \neq 0 \\
(x^2,1/x) & \text{if } x \neq 0, y = 0 \\
(0,0) & \text{if } x = 0, y = 0
\end{cases}
\]
This function is not continuous on \( B_1(0,0) \) – in fact, it is discontinuous at all
points on the \( x \) and \( y \) axes – and so, by the previous theorem, the convergence
of \( \{ F_n \} \) to \( F \) cannot be uniform on \( B_1(0,0) \).

**Uniformly Cauchy Sequences**

**Definition 8.3.6.** If \( D \subset \mathbb{R}^p \) and \( \{ F^n \} \) is a sequence of functions from \( D \) to \( \mathbb{R}^q \), then \( \{ F^n \} \) is said to be **uniformly Cauchy** if, for each \( \epsilon > 0 \), there is an \( N \) such that
\[
||F_n(x) - F_m(x)|| < \epsilon \quad \text{whenever } \ x \in D \text{ and } n, m \geq N.
\]
Another several variable analogue of a single variable theorem (Theorem 3.4.10) is the following. Since the proof of the single variable version was left to the exercises, we will actually prove this version.
Theorem 8.3.7. If \( D \subset \mathbb{R}^p \), a sequence of functions \( F_n : D \rightarrow \mathbb{R}^q \) is uniformly Cauchy if and only if it converges uniformly to some function \( F : D \rightarrow \mathbb{R}^q \).

Proof. If \( F_n \rightarrow F \) uniformly and \( \epsilon > 0 \), then there is an \( N \) such that
\[
\| F(x) - F_n(x) \| < \epsilon/2 \quad \text{whenever} \quad x \in D, \; n \geq N.
\]

Then
\[
\| F_n(x) - F_m(x) \| \leq \| F_n(x) - F(x) \| + \| F(x) - F_m(x) \| < \epsilon/2 + \epsilon/2 = \epsilon
\]
whenever \( x \in D \) and \( n, m \geq N \). Thus, \( \{ F_n \} \) is uniformly Cauchy.

On the other hand, if \( \{ F_n \} \) is uniformly Cauchy, then for each \( x \in D \), \( \{ F_n(x) \} \) is a Cauchy sequence of vectors in \( \mathbb{R}^q \) and, hence, converges to some vector \( F(x) \in \mathbb{R}^q \) by Theorem 7.2.16. That is, \( \{ F_n \} \) converges pointwise to a function \( F : D \rightarrow \mathbb{R}^q \). It remains to prove that the convergence is uniform.

Since the sequence is uniformly Cauchy, for each \( \epsilon > 0 \) there is an \( N \) such that
\[
\| F_n(x) - F_m(x) \| < \epsilon/2 \quad \text{whenever} \quad x \in D, \; n, m \geq N.
\]

If \( m > n \geq N \) we have
\[
\| F(x) - F_n(x) \| \leq \| F(x) - F_m(x) \| + \| F_m(x) - F_n(x) \| < \| F_m(x) - F(x) \| + \epsilon/2.
\]
The left side of this inequality does not depend on \( m \) and the right side holds for all \( m > n \). For each \( x \in D \), \( \lim \| F(x) - F_m(x) \| = 0 \). Hence, on taking the limit of the above inequality as \( m \rightarrow \infty \), we conclude that
\[
\| F(x) - F_n(x) \| \leq \epsilon/2 < \epsilon \quad \text{for all} \quad x \in D, \; n \geq N.
\]
This proves that \( \{ F_n \} \) converges uniformly to \( F \) on \( D \).

The Sup Norm

If \( D \) is a compact subset of \( \mathbb{R}^p \), each continuous function \( F \) from \( D \) to \( \mathbb{R}^q \) is bounded, by Theorem 8.2.4. That is, \( \sup_{D} \| F(x) \| \) is finite and, in fact, \( \| F(x) \| \) actually assumes this value at some point of \( D \). We set,
\[
\| F \|_D = \sup_{D} \| F(x) \|.
\]
This is a norm on the vector space of all continuous functions from \( D \) to \( \mathbb{R}^q \).

Example 8.3.8. Find \( \| | \gamma | \|_I \) if \( I \) is the interval \([0, \pi]\) and \( \gamma : I \rightarrow \mathbb{R}^2 \) is the curve defined by
\[
\gamma(t) = (\cos t, 1 + \sin t).
\]
We have
\[
\| \gamma(t) \| = \sqrt{\cos^2 t + (1 + \sin t)^2} = \sqrt{2 + 2 \sin t}.
\]
This attains its maximum value on \([0, \pi]\) at \( t = \pi/2 \), where it has the value 2, Thus, \( \| | \gamma | \|_I = 2 \).
Theorem 8.3.9. **If** \( D \) **is a compact subset of** \( \mathbb{R}^p \) **and** \( \{F_n\} \) **is a sequence of continuous functions from** \( D \to \mathbb{R}^q \), **then** \( \{F_n\} \) **converges uniformly to a function** \( F : D \to \mathbb{R}^q \) **if and only if** \( \lim_{n \to \infty} ||F - F_n||_D = 0 \).

**Proof.** This is true simply because, given any \( \epsilon > 0 \) and \( n \), the inequality \( ||F - F_n||_D < \epsilon \) holds if and only if \( ||F(x) - F_n(x)|| < \epsilon \) for all \( x \in D \).

The space, \( C(K; \mathbb{R}^q) \), of all continuous functions on a compact set \( K \subset \mathbb{R}^p \), with values in \( \mathbb{R}^q \) is a vector space under the operations of pointwise addition and scalar multiplication of functions. If we define the norm of an element \( F \) of this space to be the Sup norm \( ||F||_K \), then it is easy to see that \( C(K; \mathbb{R}^q) \) is a normed vector space (Exercise 8.3.10). In particular, it is a metric space in which the distance between two elements \( F \) and \( G \) is defined to be \( ||F - G||_K \). It turns out that this is a complete metric space (meaning that all Cauchy sequences converge).

**Theorem 8.3.10.** The normed vector space \( C(K; \mathbb{R}^q) \) is complete.

**Proof.** A Cauchy sequence in \( C(K; \mathbb{R}^q) \), is by definition a sequence of continuous functions which is Cauchy in the metric defined by the norm \( || \cdot ||_K \). Such a sequence is uniformly Cauchy on \( K \). By Theorem 8.3.7 such a sequence converges uniformly on \( K \). The limit function is continuous, by 8.3.4. By the previous theorem, the sequence converges in the metric defined by \( || \cdot ||_K \) to this limit. Thus, each Cauchy sequence in the metric space \( C(K; \mathbb{R}^q) \) converges to an element of \( C(K; \mathbb{R}^q) \) and, hence, this space is complete.

### Series of Functions

Given a series

\[
\sum_{k=1}^{\infty} F_k(x)
\]

(8.3.2)

whose terms \( F_k \) are functions from a domain \( D \subset \mathbb{R}^p \) into \( \mathbb{R}^q \), we define its associated sequence of partial sums \( \{S_n\} \) in the usual way:

\[
S_n(x) = \sum_{k=1}^{n} F_k(x).
\]

The series converges pointwise if its sequence of partial sums converges pointwise, It converges uniformly on \( D \) if its sequence of partial sum converges uniformly on \( D \).

As in the single variable case, there is a simple condition (the Weierstrass M-test) which ensures that a series converges uniformly. The proof is the same as the proof of Theorem 6.4.4 and so we will not repeat it.

**Theorem 8.3.11. (Weierstrass M-test)** If there is a convergent series of non-negative numbers

\[
\sum_{k=1}^{\infty} M_k,
\]
such that $||F_k(x)|| \leq M_k$ for all $k$ and all $x \in D$, then the series (8.3.2) converges uniformly on $D$.

**Example 8.3.12.** Show that the series

$$
\sum_{k=1}^{\infty} \frac{1}{k^2} \sin kx \cos ky
$$

converges uniformly on $\mathbb{R}^2$.

**Solution:** Since

$$
\left| \frac{1}{k^2} \sin kx \cos ky \right| \leq \frac{1}{k^2} \quad \text{for all} \quad k, x, y,
$$

and the series $\sum_{k=1}^{\infty} 1/k^2$ converges (it’s a p-series with $p = 2$), the Weierstrass M-test tells us that the series (8.3.3) converges uniformly on $\mathbb{R}^2$.

**Exercise Set 8.3**

1. Show that the sequence $\{\gamma_n(t)\}$, where

$$
\gamma_n(t) = \left( \frac{1}{1 + nt}, \frac{t}{n} \right)
$$

does not converge uniformly on $[0, 1]$.

2. Show that the sequence $\{\lambda_n(t)\}$, where

$$
\lambda_n(t) = \left( \frac{t}{1 + nt}, \frac{t}{n} \right)
$$

does converge uniformly on $[0, 1]$.

3. Does the sequence $\{\{k^{-1} \sin kx, k^{-1} \cos ky\}\}$ converge pointwise on $\mathbb{R}^2$? Does it converge uniformly on $\mathbb{R}^2$? Justify your answers.

4. Does the sequence $\{\sin(x/k), \cos(y/k)\}$ converge pointwise on $\mathbb{R}^2$? Does it converge uniformly on $\mathbb{R}^2$? Justify your answer.

5. Find $||F||_D$ if $D = \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1\}$ and $F : \mathbb{R}^2 \to \mathbb{R}^2$ is defined by

$$
F(x, y) = (x + 1, y + 1).
$$

6. Find $||\gamma||_I$ if $I = [0, \pi]$ and $\gamma : I \to \mathbb{R}^2$ is defined by

$$
\gamma(t) = (2 \cos t, 3 \sin t).
$$

7. Does the series $\sum_{k=0}^{\infty} x^k y^k$ converge uniformly on the square $\{(x, y) \in \mathbb{R}^2 : -1 < x < 1, -1 < y < 1\}$?

Justify your answer.
8. Does the series $\sum_{k=0}^{\infty} x^k y^k$ converge uniformly on the disc
$$\{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1\}$$
Justify your answer.

9. Does the series $\sum_{k=0}^{\infty} (x^n, (1 - x)^n)$ converge pointwise on $[0, 1]$? Does it converge pointwise on $(0, 1)$? On which subsets of $(0, 1)$ does it converge uniformly? Justify your answers.

10. If $K$ is a compact subset of $\mathbb{R}^p$, show that $\| \cdot \|_K$ is a norm on the vector space $\mathcal{C}(K; \mathbb{R}^q)$ of continuous functions on $K$ with values in $\mathbb{R}^q$.

11. Prove that if $D$ is a subset of $\mathbb{R}^p$ and $\{F_n\}$ is a sequence of functions from $D$ to $\mathbb{R}^q$, then $\{F_n\}$ fails to converge uniformly to $0$ if and only if there is a sequence $\{x_n\}$ in $D$ such that the sequence of numbers $\{F_n(x_n)\}$ does not converge to $0$.

12. If $K \subset \mathbb{R}^q$ is compact, show that a series $\sum_{k=1}^{\infty} F_k(x)$ of functions from $K$ to $\mathbb{R}^q$ converges uniformly on $K$ if the series of numbers $\sum_{k=1}^{\infty} \|F_k(x)\|_K$ converges.

8.4 Linear Functions, Matrices

Linear functions are the simplest non-constant functions from $\mathbb{R}^p$ to $\mathbb{R}^q$. For example, the linear functions from $\mathbb{R}$ to $\mathbb{R}$ are the functions of the form
$$L(x) = mx,$$
where $m$ is a constant – that is, they are functions whose graphs are straight lines through the origin. In this section we introduce and study linear functions between Euclidean spaces. In the next chapter we will show how to use linear functions to approximate more complicated functions.

Linear Functions

**Definition 8.4.1.** A function $L : \mathbb{R}^p \to \mathbb{R}^q$ is said to be linear if, whenever $x, y \in \mathbb{R}^p$ and $a \in \mathbb{R}$,
(a) $L(x + y) = L(x) + L(y)$; and
(b) $L(ax) = aL(x)$.

Linear functions are often called *linear transformations* or *linear operators*. Combining (a) and (b) of this definition we see that a linear function preserves linear combinations of vectors. That is,
$$L(ax + by) = aL(x) + bL(y) \quad (8.4.1)$$
for all pairs of vectors \( x, y \in \mathbb{R}^p \) and all pairs of scalars \( a, b \). An induction argument shows that the analogous result holds for linear combinations of more than two vectors.

Note that, since the definition uses only addition and scalar multiplication, linear functions between any two vector spaces may be defined in the same way as linear functions between \( \mathbb{R}^p \) and \( \mathbb{R}^q \).

**Example 8.4.2.** Determine whether the following functions from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \) are linear:

\[
F(x, y) = (2x + y, x - y),
\]
\[
G(x, y) = (x^2, x + y),
\]
\[
H(x, y) = \begin{cases} 
  x^3 + y^3 & \text{if } (x, y) \neq (0, 0) \\
  x^2 + y^2 & \text{if } (x, y) = (0, 0)
\end{cases}
\]

**Solution:** The function \( F \) is linear since, given two vectors \( u = (x_1, y_1) \) and \( v = (x_2, y_2) \) in \( \mathbb{R}^2 \) and a scalar \( a \), we have:

\[
F(u + v) = F(x_1 + x_2, y_1 + y_2) = (2(x_1 + x_2) + (y_1 + y_2), (x_1 + x_2) - (y_1 + y_2)) = (2(x_1 + y_1) + (2x_2 + y_2), (x_1 - y_1) + (x_2 - y_2)) = F(u) + F(v)
\]

and

\[
F(au) = F(ax_1, ay_1) = (2(ax_1) + ay_1, ax_1 - ay_1) = (a(2x_1 + y_1), a(x_1 - y_1)) = aF(u).
\]

The function \( G \) is not linear since, if \( u = (1, 0) \), then

\[
G(2u) = ((2)^2, 2) = (4, 2),
\]

while

\[
2G(u) = 2(1^2, 1) = (2, 2).
\]

These are not equal and so (b) of the above definition does not hold for \( G \).

The function \( H \) is also not linear. If \( u = (1, 0) \) and \( v = (0, 1) \), then

\[
H(u) = H(v) = H(u + v) = 1.
\]

Thus, \( H(u + v) \neq H(u) + H(v) \) and (a) of the definition does not hold (note that (b) does hold for this function).

**Linear Functions and Matrices**

Recall that each vector \( x \in \mathbb{R}^p \) may be written as a linear combination of the vectors \( e_j \), where

\[
e_j = (0, \cdots, 0, 1, 0, \cdots, 0)
\]
with the 1 in the \( j \)th place. Specifically,

\[
x = \sum_{j=1}^{p} x_j e_j
\]  

(8.4.2)

where \( x_j \) is the \( j \)th component of the vector \( x \).

If we apply a linear function \( L : \mathbb{R}^p \rightarrow \mathbb{R}^q \) to the vector \( x \) and use the fact that linear functions preserve linear combinations, we conclude that

\[
L(x) = \sum_{k=1}^{p} x_k L(e_j).
\]

The vector \( L(e_j) \in \mathbb{R}^q \) has \( i \)th component \( e_i \cdot L(e_j) \). If we set

\[
a_{ij} = e_i \cdot L(e_j),
\]

(8.4.3)

then the \( i \)th component \( y_i \) of the vector \( y = L(x) \) is

\[
y_i = \sum_{j=1}^{p} a_{ij} x_j.
\]

(8.4.4)

The numbers \( (a_{ij}) \), appearing in (8.4.4), form a \( q \times p \) matrix – that is a rectangular array

\[
\begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1p} \\
a_{21} & a_{22} & \cdots & a_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
a_{q1} & a_{q2} & \cdots & a_{qp}
\end{pmatrix}
\]

with \( q \) rows and \( p \) columns. The equation \( y = L(x) \) can be expressed in vector–matrix notation as

\[
\begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_q
\end{pmatrix} =
\begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1p} \\
a_{21} & a_{22} & \cdots & a_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
a_{q1} & a_{q2} & \cdots & a_{qp}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_p
\end{pmatrix}.
\]

(8.4.5)

In this notation, the vectors \( x \) and \( y \) are written as column vectors. The expression on the right is the vector–matrix product of the matrix \( A = (a_{ij}) \) and the vector \( x = (x_j) \). It is defined to be the vector whose \( i \)th component is the inner product of the \( i \)th row of \( A \) with the vector \( x \).

At this point, we have shown that, to each linear function \( L : \mathbb{R}^p \rightarrow \mathbb{R}^q \), there corresponds a \( q \times p \) matrix \( A \) such that

\[
L(x) = Ax,
\]
where $Ax$ is the vector–matrix product of $A$ with $x$, as in (8.4.5). On the other hand, every $q \times p$ matrix $A$ determines a linear function in this way, since vector matrix multiplication satisfies

$$A(x + y) = Ax + Ay$$

and

$$A(cx) = c(Ax),$$

for every pair of vectors $x, y \in \mathbb{R}^p$ and every scalar $c \in \mathbb{R}$ (Exercise 8.4.12).

Note that, in the correspondence between a linear function $L$ and its matrix $A$, the $j$th column of $A$ is the vector $L(e_j)$. The following theorem summarizes the above discussion.

**Theorem 8.4.3.** A function $L : \mathbb{R}^p \to \mathbb{R}^q$ is linear if and only if there is a $q \times p$ matrix $A$ such that

$$L(x) = Ax \quad \text{for all} \quad x \in \mathbb{R}^p.$$  

**Example 8.4.4.** If a function $L$ from $\mathbb{R}^3$ to $\mathbb{R}^3$ is defined by

$$L(x, y, z) = (x + 2y - z, y + z, 3x - y + z),$$

then is $L$ linear? If so, what matrix represents it?

**Solution:** If we write $L(x, y, z)$ as a column vector, then it clearly is given by

$$L(x, y, z) = \begin{pmatrix} x + 2y - z \\ y + z \\ 3x - y + z \end{pmatrix} = \begin{pmatrix} 1 & 2 & -1 \\ 0 & 1 & 1 \\ 3 & -1 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ z \end{pmatrix}.$$  

Since $L$ is given by a matrix through vector–matrix multiplication, it is linear by Theorem 8.4.3,

**Matrix Operations**

The sum of two linear functions $L : \mathbb{R}^p \to \mathbb{R}^q$ and $M : \mathbb{R}^p \to \mathbb{R}^q$ is defined pointwise, as is the sum of any two functions with a common domain. That is,

$$(L + M)(x) = L(x) + M(x).$$

The function $L + M$ is also a linear function since

$$(L + M)(x + y) = L(x + y) + M(x + y) = L(x) + L(y) + M(x) + M(y) = (L + M)(x) + (L + M)(y),$$

for all $x, y \in \mathbb{R}^p$, and

$$(L + M)(ax) = L(ax) + M(ax) = aL(x) + aM(x) = a(L + M)(x),$$

for all $x \in \mathbb{R}^p$ and $a \in \mathbb{R}$.

Similarly, the product of a scalar $c$ with a linear function $L$ is defined by $(cL)(x) = cL(x)$. This is also, clearly, a linear function. If $M : \mathbb{R}^p \to \mathbb{R}^q$ and $L : \mathbb{R}^q \to \mathbb{R}^s$ are linear functions, then the composition $L \circ M : \mathbb{R}^p \to \mathbb{R}^s$ is defined, where

$$L \circ M(x) = L(M(x)).$$
This is also a linear function, since
\[(L \circ M)(x + y) = L(M(x + y)) = L(M(x) + L(y))
= L(M(x)) + L(M(y)) = L \circ M(x) + L \circ M(y).
\]
for all \(x, y \in \mathbb{R}^q\), and
\[L \circ M(ax) = L(M(ax)) = aL(M(x)) = aL \circ M(x),
\]
for all \(x \in \mathbb{R}^q\) and all \(a \in \mathbb{R}\).

In view of the above, it is natural to ask, for linear functions \(L\) and \(M\) represented by matrices \(A\) and \(B\), what are the matrices representing \(L + M\), \(cL\), and \(M \circ L\)? The answer is given in the next two theorems. They have simple proofs based on the fact that, if the matrix \(A\) represents the linear function \(L\), then the \(j\)th row of \(A\) is \(L(e_j)\) (this is just equation (8.4.3)). The details are left to the exercises.

**Theorem 8.4.5.** If \(L : \mathbb{R}^p \to \mathbb{R}^q\) and \(M : \mathbb{R}^p \to \mathbb{R}^q\) are linear functions represented by matrices \(A = (a_{ij})\) and \(B = (b_{ij})\), respectively, and \(c \in \mathbb{R}\), then \(L + M\) and \(cL\) are represented by the matrices
\[A + B = (a_{ij} + b_{ij}) \quad \text{and} \quad cA = (ca_{ij}).\]

These are the usual operations of addition and scalar multiplication of matrices. The entry in the \(i\)th row and \(j\)th column of \(A + B\) is \(a_{ij} + b_{ij}\), while that of \(cA\) is \(ca_{ij}\).

**Theorem 8.4.6.** If \(L : \mathbb{R}^q \to \mathbb{R}^s\) and \(M : \mathbb{R}^p \to \mathbb{R}^q\) are linear functions represented by matrices \(A = (a_{ij})\) and \(B = (b_{jk})\), then \(L \circ M : \mathbb{R}^p \to \mathbb{R}^s\) is represented by the matrix \(AB = (c_{ik})\), where
\[c_{ik} = \sum_{j=1}^{q} a_{ij}b_{jk}.
\]

This is the usual operation of matrix multiplication. The entry in the \(i\)th row and \(k\)th column of \(AB\) is the inner product of the \(i\)th row of \(A\) with the \(k\)th column of \(B\).

**Example 8.4.7.** If \(A = \begin{pmatrix} 1 & 2 & -1 \\ 0 & 1 & 1 \end{pmatrix}\) and \(B = \begin{pmatrix} 0 & 1 & 3 \\ 1 & 0 & 1 \end{pmatrix}\), then find \(2A - B\).

**Solution:** We have
\[2A - B = \begin{pmatrix} 2 & 0 & 4 - 1 & -2 - 3 \\ 0 - 1 & 2 - 0 & 2 - 1 \end{pmatrix} = \begin{pmatrix} 2 & 3 & -5 \\ -1 & 2 & 1 \end{pmatrix}\]

The transpose \(A^t\) of a matrix \(A\) is the matrix obtained by interchanging the rows and columns of \(A\). That is, if \(A = (a_{ij})\), then \(A^t = (b_{ji})\), where \(b_{ji} = a_{ij}\).
Example 8.4.8. If $A$ is the matrix of the previous example, then find $A^t$, $AA^t$ and $A^tA$.

Solution: By definition, we have

$$A^t = \begin{pmatrix} 1 & 0 \\ 2 & 1 \\ -1 & 1 \end{pmatrix},$$

while

$$AA^t = \begin{pmatrix} 1 & 2 & -1 \\ 0 & 1 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 2 & 1 \\ -1 & 1 \end{pmatrix} = \begin{pmatrix} 6 & 1 \\ 1 & 2 \end{pmatrix}$$

and

$$A^tA = \begin{pmatrix} 1 & 0 \\ 2 & 1 \\ -1 & 1 \end{pmatrix} \begin{pmatrix} 1 & 2 & -1 \\ 0 & 1 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 2 & -1 \\ 2 & 5 & -1 \\ -1 & -1 & 2 \end{pmatrix}.$$
Theorem 8.4.11. Every linear transformation from $L : \mathbb{R}^p \to \mathbb{R}^q$ is bounded and, hence, uniformly continuous. Furthermore,

$$||L|| \leq \left( \sum_{ij} |a_{ij}|^2 \right)^{1/2},$$

where $A = (a_{ij})$ is the matrix which determines $L$.

Proof. Let $A$ be the matrix which determines $L$ and let $r_i$ be the $i$th row of $A$. Then the $i$th component of $y = L(x) = Ax$ is the inner product $y_i = r_i \cdot x$. By the Cauchy-Schwarz inequality (Theorem 7.1.8)

$$|y_i| \leq ||r_i|| ||x||.$$

Thus,

$$||L(x)|| = (y_1^2 + \cdots + y_q^2)^{1/2} \leq \left( ||r_1||^2 + \cdots + ||r_q||^2 \right)^{1/2} ||x|| = \left( \sum_{ij} |a_{ij}|^2 \right)^{1/2} ||x||.$$

This implies that $L$ is bounded and $||L|| \leq \left( \sum_{ij} |a_{ij}|^2 \right)^{1/2}$.

Inverse of a Matrix

Of particular interest in matrix theory are square matrices – that is, $p \times p$ matrices for some $p$. The product of two $p \times p$ matrices is another one and so the set of $p \times p$ matrices is closed under multiplication.

There is a multiplicative identity $I$ in the set of $p \times p$ matrices. This is the matrix $I = (\delta_{ij})$ where $\delta_{ij} = 1$ if $i = j$ and $\delta_{ij} = 0$ otherwise. It has the property that

$$AI = IA = A,$$

for any $p \times p$ matrix $A$.

If $A$ is a $p \times p$ matrix, then an inverse for $A$ is a $p \times p$ matrix $A^{-1}$ such that

$$AA^{-1} = A^{-1}A = I.$$

By Cramer’s rule, a square matrix has an inverse if and only if its determinant $|A|$ is non-zero and, in this case,

$$A^{-1} = \frac{1}{|A|} (A^c)^t,$$
where $A^c$ is the matrix of cofactors of $A$ – that is, $A^c = ((-1)^{i+j}|A_{ij}|)$, where $A_{ij}$ is the $(p - 1) \times (p - 1)$ matrix obtained by deleting the $i$th row and $j$th column from $A$.

A matrix is said to be non-singular if it has an inverse, that is, if its determinant is non-zero. A square matrix is singular if it fails to have an inverse.

Note that if $L : \mathbb{R}^d \to \mathbb{R}^d$ is a linear transformation with matrix $A$, then $A$ has an inverse matrix $A^{-1}$ if and only if $L$ has an inverse transformation $L^{-1}$ and, in this case, the linear transformation $L^{-1}$ has $A^{-1}$ as its associated matrix.

Example 8.4.12. Let

$$A = \begin{pmatrix} 2 & 1 \\ -1 & 1 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 2 & -1 \\ -2 & 1 \end{pmatrix}.$$ 

For each of $A$ and $B$, determine if the matrix has an inverse and, if it does, find it.

**Solution:** The matrices $A$ and $B$ have determinants

$$|A| = 2 + 1 = 3 \quad \text{and} \quad |B| = 2 - 2 = 0.$$ 

Thus, $A$ has an inverse and $B$ does not. By Cramer’s rule, the inverse of $A$ is

$$\frac{1}{3} \begin{pmatrix} 1 & -1 \\ 1 & 2 \end{pmatrix} = \begin{pmatrix} 1/3 & -1/3 \\ 1/3 & 2/3 \end{pmatrix}.$$ 

Remark 8.4.13. In what follows, we will often ignore the difference between a linear function $L$ and the matrix which represents it. They are not exactly the same. The matrix of a linear transformation depends on a choice of coordinate systems in $\mathbb{R}^p$ and $\mathbb{R}^q$, while linear transformation is independent of the choice of coordinates. To ignore the distinction will not cause problems as long as we stick with one coordinate system. There will, however, be occasions where we change coordinate systems in $\mathbb{R}^p$ or $\mathbb{R}^q$ or both while dealing with a given linear transformation. It should be understood that the matrix corresponding to the linear transformation will, as a result, also change.

Exercise Set 8.4

The first seven exercises involve the matrices

$$A = \begin{pmatrix} 3 & -1 \\ 2 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} 2 & 5 \\ -2 & 2 \end{pmatrix}, \quad C = \begin{pmatrix} 1 & -1 \\ 4 & -6 \\ -1 & 2 \end{pmatrix}, \quad D = \begin{pmatrix} 2 & 0 & 1 \\ -1 & 1 & 3 \end{pmatrix}.$$ 

1. Find $2A + B$ and $A - B$.
2. Find $AB$ and $BA$.
3. Find $|A|$ and $|B|$.
4. Find $A^{-1}$ and $B^{-1}$.
5. Find \(CD\) and \(DC\).

6. Based on the result of the previous exercise, can you tell what \((CD)^2\) is without doing any further calculation?

7. Find \(|CD|\).

8. Is the the function \(F : \mathbb{R}^2 \to \mathbb{R}^2\) defined by \(F(x, y) = (x + y, xy)\) a linear transformation? If so, what is its matrix?

9. Is the the function \(F : \mathbb{R}^2 \to \mathbb{R}^2\) defined by \(F(x, y) = (x + y, x - y)\) a linear transformation? If so, what is its matrix?

10. Is the transformation of \(\mathbb{R}^2\) to itself which rotates every vector through an angle \(\theta\) (counterclockwise rotations have positive angle and clockwise rotations have negative angle) a linear transformation? If so, what is its matrix?

11. What is the matrix for the linear transformation of \(\mathbb{R}^2\) which reflects each point through the diagonal line \(y = x\) (this transformation interchanges the \(x\) and \(y\) coordinates of each point).

12. Prove that if \(A\) is a \(q \times p\) matrix, then
   
   \[A(x + y) = Ax + Ay\quad \text{and}\quad A(cx) = c(Ax),\]

   for every pair of vectors \(x, y \in \mathbb{R}^p\) and every scalar \(c \in \mathbb{R}\).

13. Prove Theorem 8.4.5.


15. Prove that if \(K\) and \(L\) are linear transformations from \(\mathbb{R}^p \to \mathbb{R}^q\), then
   
   \[\|K + L\| \leq \|K\| + \|L\|\].

16. Prove that if \(K : \mathbb{R}^p \to \mathbb{R}^q\) and \(L : \mathbb{R}^q \to \mathbb{R}^r\) are linear transformations, then
   
   \[\|L \circ K\| \leq \|L\| \|K\|\].

17. Prove that the identity transformation \(I(x) = x\) from \(\mathbb{R}^p\) to \(\mathbb{R}^p\) has norm 1.

18. Prove that the operator norm of a \(p \times p\) diagonal matrix has norm equal to the largest absolute value of the elements on the diagonal.
8.5 Dimension, Rank, Lines, and Planes

A vector space $X$ has finite dimension if it contains a finite set \( \{x_1, x_2, \cdots, x_k\} \) of vectors which span $X$ – that is, every vector in $X$ is a linear combination of the vectors $x_j$. If this set is also linearly independent, meaning the only linear combination of the vectors $x_j$ that equals 0 is the one in which all coefficients are zero, then the set \( \{x_1, x_2, \cdots, x_k\} \) is called a basis for $X$. In this case, each element of $X$ is a unique linear combination of the vectors $x_j$. Every finite dimensional vector space $X$ has a basis. In fact $X$ has many bases, but each of them has the same number of elements. This number is called the dimension of $X$ and written $\dim(X)$.

A subset $M$ of a vector space $X$ is called a linear subspace if it is closed under addition and scalar multiplication – that is, $x + y \in M$ and $ax \in M$ whenever $x, y \in M$ and $a \in \mathbb{R}$. It follows that a linear subspace $M$ of a vector space is itself a vector space, with addition and scalar multiplication in $M$ defined in the same way they are defined in $X$. If $X$ is finite dimensional, then so is the subspace $M$ and any basis \( \{x_1, x_2, \cdots, x_m\} \) for $M$ can be expanded to be a basis \( \{x_1, x_2, \cdots, x_m, x_{m+1}, \cdots, x_n\} \) for $X$. Thus

\[
\dim(M) \leq \dim(X).
\]

The set \( \{e_1, \cdots, e_p\} \) is a basis for $\mathbb{R}^p$, where recall that $e_j$ is the $p$-tuple which has 1 for its $j$th component and 0 for all the others. However, this is not the only basis for $\mathbb{R}^p$.

**Example 8.5.1.** Show that the vectors $u = (1, 0, 1)$, $v = (1, 1, 0)$, and $w = (0, 1, 1)$ form a basis for $\mathbb{R}^3$.

**Solution:** Consider the vector equation

\[
au + bv + cw = y. \tag{8.5.1}
\]

To show that \( \{u, v, w\} \) spans $\mathbb{R}^3$, we must show that this equation has a solution for every $y$. To show that \( \{u, v, w\} \) is a linearly independent set, we must show that if $y = 0$, then this equation has only the zero solution for $a, b, c$. Taken together, these two statements mean that equation (8.5.1) should have a unique solution for every $y \in \mathbb{R}^3$. The vector equation (8.5.1) is equivalent to the system of linear equations

\[
\begin{align*}
1 &+ b + 0 = y_1, \\
0 &+ b + c = y_2, \\
1 &+ 0 + c = y_3,
\end{align*}
\]

which, in turn, may be written as the vector matrix equation

\[
\begin{pmatrix}
1 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c
\end{pmatrix}
=
\begin{pmatrix}
y_1 \\
y_2 \\
y_3
\end{pmatrix}.
\]

The matrix in this equation has determinant 2 and so the matrix has an inverse. This implies that the equation has a unique solution for every $y$ and, hence, that \( \{u_1, u_2, u_3\} \) is a basis for $\mathbb{R}^3$. 

Definition 8.5.2. If $L : X \to Y$ is a linear transformation between vector spaces, then the \textit{image} of $L$, denoted $\text{im}(L)$, is the set

$$L(X) = \{ L(x) : x \in X \},$$

while the \textit{kernel} of $L$, denoted $\text{ker}(L)$, is the set

$$\{ x \in X : L(x) = 0 \}.$$

Since $L$ is linear, it follows easily that its kernel and image are linear subspaces of $X$ and $Y$, respectively.

Theorem 8.5.3. If $L : X \to Y$ is a linear transformation between finite dimensional vector spaces, then

$$\dim(\ker(L)) + \dim(\text{im}(L)) = \dim(X).$$

\textbf{Proof.} Let $\dim(\ker(L)) = m$ and let $\{ x_1, x_2, \ldots, x_m \}$ be a basis for $\ker(L)$. We may expand this to a basis $\{ x_1, x_2, \ldots, x_m, x_{m+1}, \ldots, x_n \}$ for $X$.

Set $y_j = L(x_{m+j})$ for $j = 1, \ldots, n - m$. Since every vector in $X$ is a linear combination of the vectors $x_1, \ldots, x_n$ and $L(x_k) = 0$ for $k = 1, \ldots, m$, we conclude that every vector in $\text{im}(L)$ is a linear combination of the vectors $y_1, \ldots, y_{n-m}$. This set of vectors is linearly independent, since if

$$a_1 y_1 + a_2 y_2 + \cdots + a_{n-m} y_{n-m} = 0,$$

then $a_1 x_{m+1} + a_2 x_{m+2} + \cdots + a_{n-m} x_n \in \ker(L)$. This implies that there are numbers $b_1, \ldots, b_m$ such that

$$a_1 x_{m+1} + a_2 x_{m+2} + \cdots + a_{n-m} x_n = b_1 x_1 + b_2 x_2 + \cdots + b_m x_m.$$

However, since $\{ x_1, \ldots, x_n \}$ is a linearly independent set, the $a_j$s and $b_k$s must all be 0. The fact that the $a_j$s must all be 0 shows that the set $\{ y_1, \ldots, y_{n-m} \}$ is linearly independent and, hence, forms a basis for $\text{im}(L)$.

We now have $\dim(X) = n$, $\dim(\ker(L)) = m$ and $\dim(\text{im}(L)) = n - m$. Thus, $\dim(\ker(L)) + \dim(\text{im}(L)) = \dim(X)$, as claimed. \hfill $\Box$

Definition 8.5.4. Let $A$ be a $q \times p$ matrix and let $L : \mathbb{R}^p \to \mathbb{R}^q$ be the linear transformation it determines. Then $\text{Rank}(A)$ is defined to be $\dim(\text{im}(L))$. Equivalently, by the previous theorem, it is also equal to $\dim(X) - \dim(\ker(L))$. If $L$ is a linear transformation whose matrix has rank $r$, then we will also say that $L$ has rank $r$.

A \textit{submatrix} of a matrix $A$ is a matrix obtained from $A$ by deleting some of its rows and columns.

The following is proved in most linear algebra texts. We won’t repeat the proof here.

Theorem 8.5.5. The rank of a $q \times p$ matrix is $r$, where $r \times r$ is the dimension of the largest square submatrix of $A$ with non-zero determinant.
Example 8.5.6. What is the rank of the matrix

\[ A = \begin{pmatrix} 1 & 2 \\ 2 & 4 \\ 1 & -1 \end{pmatrix} \]?

Solution: This matrix has

\[ \begin{pmatrix} 1 & 2 \\ 1 & -1 \end{pmatrix} \]

as a $2 \times 2$ submatrix with determinant $-3$. It has no square submatrices of larger dimension. Therefore, the matrix $A$ has rank 2.

Example 8.5.7. What is the rank of the matrix

\[ B = \begin{pmatrix} 1 & 2 & 1 \\ 2 & 4 & 2 \\ 1 & -1 & -2 \end{pmatrix} \]?

Solution: This matrix also has

\[ \begin{pmatrix} 1 & 2 \\ 1 & -1 \end{pmatrix} \]

as a $2 \times 2$ submatrix with determinant $-3$. The only square submatrix of larger dimension is the matrix $B$ and this has determinant 0. Therefore, the matrix $B$ also has rank 2.

Affine Functions

Definition 8.5.8. An affine function $F : \mathbb{R}^p \rightarrow \mathbb{R}^q$ is a function of the form

\[ F(x) = b + L(x), \]

where $b \in \mathbb{R}^q$ and $L : \mathbb{R}^p \rightarrow \mathbb{R}^q$ is a linear function. The rank of an affine transformation $F$ is the rank of its linear part $L$.

The image of the affine function $F(x) = b + L(x)$ is $b + \text{im}(L)$ — that is, it is the translate $b + \text{im}(L)$ of the linear subspace $\text{im}(L)$. The dimension of this subspace is the rank of $L$.

Similarly, if $F(x) = b + L(x)$ is an affine function, then the set of solutions to the vector equation $F(x) = 0$ is also a translate of a linear subspace. In fact, if $a$ is one such solution (so that $F(a) = b + L(a) = 0$), then $x$ is also a solution if and only if

\[ L(x - a) = -b + b = 0. \]

Hence $x$ is a solution if and only if $x \in a + \ker(L)$. Thus, the set of solutions of the vector equation $F(x) = 0$ is the translate $a + \ker(L)$ of the linear subspace $\ker(L)$ of $\mathbb{R}^p$. The dimension of this subspace is $p - \text{Rank}(L)$. 
8.5. DIMENSION, RANK, LINES, AND PLANES

Lines in $\mathbb{R}^3$

If we are interested in lines in Euclidean space, then the above discussion suggests expressing them as either images of rank 1 affine transformations or as kernels of rank $p-1$ affine transformations with domain $\mathbb{R}^p$.

A rank 1 affine transformation $\gamma: \mathbb{R} \to \mathbb{R}^q$ has the form

$$\gamma(t) = a + tu.$$  \hfill (8.5.2)

The image of this transformation is a line which contains the point $a = F(0)$ and is parallel to the vector $u = \gamma(1) - \gamma(0)$.

On the other hand, given a line in $\mathbb{R}^q$, if we choose distinct points $a$ and $b$ on the line, and we set $u = b - a$, then the image of the affine transformation $(8.5.2)$ is a line which contains both $a = \gamma(0)$ and $b = \gamma(1)$ and, hence, is the line we started with.

Thus, the lines in $\mathbb{R}^q$ are exactly the images of affine transformations of the form $(8.5.2)$. This situation is often expressed as a vector equation

$$x = a + tu,$$

which describes the points $x$ on the line as the values assumed by the right side of the equation as $t$ ranges over $\mathbb{R}$. This is a parametric vector equation for the line.

In $\mathbb{R}^3$, a parametric vector equation for a line takes the form $(x, y, z) = (a_1, a_2, a_3) + t(u_1, u_2, u_3)$, which is equivalent to the system of parametric equations

$$
\begin{align*}
x &= a_1 + tu_1 \\
y &= a_2 + tu_2 \\
z &= a_3 + tu_3
\end{align*}
$$

**Example 8.5.9.** Find parametric equations for the line in $\mathbb{R}^3$ which contains the point $(1, 0, 0)$ and is parallel to the vector $u = (-3, 4, 5)$.

**Solution:** A parametric vector equation for this line is

$$(x, y, z) = (1, 0, 0) + t(-3, 4, 5).$$

The corresponding system of parametric equations is

$$
\begin{align*}
x &= 1 - 3t \\
y &= 4t \\
z &= 5t
\end{align*}
$$

**Example 8.5.10.** Find parametric equations for the line in $\mathbb{R}^3$ containing the points $(2, 1, 1)$ and $(5, -1, 3)$.

**Solution:** If we set $u = (5, -1, 3) - (2, 1, 1) = (3, -2, 2)$, then the parametric equation for our line in vector form is

$$(x, y, z) = (2, 1, 1) + t(3, -2, 2) = (2 + 3t, 1 - 2t, 1 + 2t).$$
This can also be expressed as the system of parametric equations

\[
\begin{align*}
  x &= 2 + 3t \\
  y &= 1 - 2t \\
  z &= 1 + 2t
\end{align*}
\]

To express a line in \( \mathbb{R}^q \) as the kernel of an affine transformation, we choose a point \( a \) on the line and a vector \( u \) parallel to the line (we may choose \( u = b - a \) where \( b \) is a point on the line distinct from \( a \)). If \( A \) is a matrix whose rows form a basis for the linear subspace \( \{ y \in \mathbb{R}^p : y \cdot u = 0 \} \), then \( A \) is a \( p - 1 \times p \) matrix of rank \( p - 1 \) and \( Au = 0 \). This means that the kernel of the linear transformation determined by \( A \) has dimension 1 and contains \( u \). Hence, this kernel is \( \{ tu : t \in \mathbb{R} \} \). The line \( \{ a + tu : t \in \mathbb{R} \} \) contains \( a \) and is parallel to \( u \). Thus, it must be our original line. By the construction of \( A \), it also has the form

\[
\{ x \in \mathbb{R}^p : A(x - a) = 0 \} = \{ x \in \mathbb{R}^p : Ax - c = 0 \} \quad \text{where} \quad c = Aa.
\]

Thus, our line is the kernel of the affine transformation \( F \) defined by \( F(x) = Ax - c \).

If we apply the above discussion to \( \mathbb{R}^3 \), we conclude that the typical line in \( \mathbb{R}^3 \) is the set of solutions \((x, y, z)\) to an equation of the form

\[
\begin{pmatrix}
  v_1 & v_2 & v_3 \\
  w_1 & w_2 & w_3
\end{pmatrix}
\begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix} =
\begin{pmatrix}
  c_1 \\
  c_2
\end{pmatrix},
\]

Where \((v_1, v_2, v_3)\) and \((w_1, w_2, w_3)\) are linearly independent vectors. In other words, it is the set of all simultaneous solutions of the pair of linear equations

\[
\begin{align*}
  v_1x + v_2y + v_3z &= c_1 \\
  w_1x + w_2y + w_3z &= c_2.
\end{align*}
\]

**Example 8.5.11.** Express the line in Example 8.5.10 as the set of solutions of a pair of linear equations.

**Solution:** We need to find two linearly independent vectors which are orthogonal to \( u = (3, -2, 2) \). Such a pair is \((2, 3, 0)\) and \((2, 1, -2)\). If we apply the matrix with these two vectors as rows to the vector \( a = (2, 1, 1) \), the result is

\[
\begin{pmatrix}
  2 & 3 & 0 \\
  2 & 1 & -2
\end{pmatrix}
\begin{pmatrix}
  2 \\
  1 \\
  1
\end{pmatrix} = \begin{pmatrix}
  7 \\
  3
\end{pmatrix},
\]

Thus, in vector matrix form, the equation of our line is

\[
\begin{pmatrix}
  2 & 3 & 0 \\
  3 & 1 & -2
\end{pmatrix}
\begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix} = \begin{pmatrix}
  7 \\
  3
\end{pmatrix}.
\]
This is equivalent to the pair of simultaneous equations
\[
\begin{align*}
2x + 3y &= 7 \\
3x + y - 2z &= 3
\end{align*}
\]

**Planes in \( \mathbb{R}^3 \)**

A plane in \( \mathbb{R}^p \) is a translate of a two dimensional linear subspace of \( \mathbb{R}^p \). Such an object can be described as the image of an affine transformation of rank 2 or the kernel of an affine transformation of rank \( p - 2 \) with domain \( \mathbb{R}^p \).

If \( u \) and \( v \) are linearly independent vectors in \( \mathbb{R}^p \), then they form a basis for a 2-dimensional linear subspace of \( \mathbb{R}^p \). If we translate this subspace by adding \( a \) to each of its points, we obtain a plane which contains \( a \) and is parallel to \( u \) and \( v \). It consists of all points of the form
\[
(x, y, z) = a + su + tv;
\]
that is, it is the image of the affine transformation \( F : \mathbb{R}^2 \to \mathbb{R}^p \) defined by
\[
F(s, t) = a + su + tv.
\]
This is the vector parametric form for the equation of a plane.

In the case where \( p = 3 \), a vector parametric equation of a plane has the form
\[
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix} = \begin{pmatrix} a_1 \\ a_2 \\ a_3 \end{pmatrix} + s \begin{pmatrix} u_1 \\ u_2 \\ u_3 \end{pmatrix} + t \begin{pmatrix} v_1 \\ v_2 \\ v_3 \end{pmatrix},
\]
or, when written as a system of equations,
\[
\begin{align*}
x &= a_1 + su_1 + tv_1 \\
y &= a_2 + su_2 + tv_2 \\
z &= a_3 + su_3 + tv_3
\end{align*}
\]

Given three points \( a, b, c \) in \( \mathbb{R}^p \) which do not lie on the same line, the vectors \( u = b - a \) and \( v = c - a \) are linearly independent (Exercise 8.5.15). Hence, \( a, u, \) and \( v \) determine an affine function \( F \) with image a plane, as above. This plane contains the points \( a = F(0, 0), b = F(1, 0), \) and \( c = F(0, 1) \).

**Example 8.5.12.** Find parametric equations for the plane that contains the three points \((1,0,1), (1,1,2), (-1,2,0)\).

**Solution:** We choose \( a = (1,0,1), u = (1,1,2) - (1,0,1) = (0,1,1), \) and \( v = (-1,2,0) - (1,0,1) = (-2,2,-1). \) Then, according to the above discussion, the plane we seek has parametric equations
\[
\begin{align*}
x &= 1 - 2t \\
y &= s + 2t \\
z &= 1 + s - t.
\end{align*}
\]
We can also express a plane in \( \mathbb{R}^3 \) as the kernel of a rank 1 affine transformation from \( \mathbb{R}^3 \) to \( \mathbb{R} \). If \( a = (a_1, a_2, a_3) \) is a fixed point in the plane, \( u = (x, y, z) \) the general point of the plane, and \( v = (v_1, v_2, v_3) \) a vector perpendicular to the plane, then \( v \cdot (u - a) = 0 \). Thus, the plane is the kernel of the affine transformation \( f : \mathbb{R}^3 \to \mathbb{R} \) defined by \( f(u) = v \cdot u - b \), where \( b = v \cdot a \). The equation of the plane is then

\[
v_1x + v_2y + v_3z = b.
\]

**Example 8.5.13.** Find an equation for the plane of Example 8.5.12.

**Solution:** We choose \( a = (1, 0, 1) \) as a point in the plane. Now we need a vector perpendicular to the plane. The vectors \((0, 1, 1)\) and \((-2, 2, -1)\) are parallel to the plane and so we need to find a vector orthogonal to each of these. In fact, \((3, 2, -2)\) is orthogonal to each of these vectors. Also,

\[
(3, 2, -2) \cdot (1, 0, 1) = 1.
\]

Hence, an equation for our plane is

\[
3x + 2y - 2z = 1.
\]

**Exercise Set 8.5**

1. Do the vectors \((1, 2, 1), (2, 0, 1), \) and \((1, -1, 1)\) form a basis for \( \mathbb{R}^3 \). Justify your answer.

2. Do the vectors \((1, 2, 1), (2, 0, 1), \) and \((0, 4, 1)\) form a basis for \( \mathbb{R}^3 \). Justify your answer.

3. What is the rank of the matrix

\[
\begin{pmatrix}
1 & 2 & 1 \\
2 & 3 & -1 \\
1 & 1 & -2
\end{pmatrix}
\]

4. What is the rank of the matrix

\[
\begin{pmatrix}
1 & -2 & 3 \\
-2 & 4 & -6
\end{pmatrix}
\]

5. What is the rank of the matrix

\[
\begin{pmatrix}
1 & -2 & 3 \\
-2 & 3 & -6
\end{pmatrix}
\]

6. Find parametric equations for the line in \( \mathbb{R}^3 \) which contains the point \((1, 2, 3)\) and is parallel to the vector \((1, 1, 1)\).

7. Find parametric equations for the line in \( \mathbb{R}^3 \) containing both \((1, 1, 1)\) and \((3, -1, 3)\).

8. Express the line of the previous exercise as the set of simultaneous solutions of a pair of linear equations.

9. Find parametric equations for the plane that contains the three points \((1, 0, -1), (2, 1, 2), (-1, 2, 3)\).
10. Express the plane of the previous exercise as the set of solutions of a linear equation.

11. Find parametric equations for a line which passes through the origin and is perpendicular to the plane $x - y + 3z = 5$. Use this line to determine the distance from the plane to the origin.

12. Find the distance from the line with parametric vector equation $(x, y, z) = (1 + 2t, 2 - t, 4 + t)$ to the origin.

13. Find a formula for the point on the one dimensional subspace of $\mathbb{R}^p$ generated by a non-zero vector $u$ which is closest to the point $a \in \mathbb{R}^p$.

14. Prove that, in $\mathbb{R}^3$, a plane and a line not parallel to it must meet in exactly one point.

15. Prove that if $a$, $b$, and $c$ are three points in $\mathbb{R}^p$ which do not lie on the same line, then the vectors $u = b - a$ and $v = c - a$ are linearly independent.
Chapter 9

Differentiation in Several Variables

The most powerful method available for studying a function in several variables is to approximate it locally, near a given point, by an affine function. When this can be done, it provides a wealth of information about the original function. Affine approximation leads to the definition of the differential of a function of several variables. The differential of a function $F$, when it exists, is a matrix of partial derivatives of coordinate functions of $F$. For this reason, we precede the discussion of the differential with a brief review of partial derivatives.

9.1 Partial Derivatives

In this section, $f$ will be a real valued function defined on an open set in $\mathbb{R}^p$.

**Definition 9.1.1.** The partial derivative of $f$ with respect to its $j$th variable at $x = (x_1, \cdots, x_j, \cdots, x_p)$ is denoted $\frac{\partial f}{\partial x_j}(x)$ and is defined by

$$\frac{\partial f}{\partial x_j}(x) = \frac{d}{dt} f(x_1, \cdots, x_{j-1}, t, x_{j+1}, \cdots, x_p)|_{t=x_j},$$

provided this derivative exists.

Thus, the partial derivative of a function $f$, with respect to its $j$th variable, at a point $x$ in its domain is obtained by fixing all of the variables of $f$, except the $j$th one, at the appropriate values $x_1, \cdots, x_{j-1}, x_{j+1}, \cdots, x_p$, then differentiating with respect to the remaining variable and evaluating at $x_j$.

**Remark 9.1.2.** When it is not necessary to explicitly exhibit the point $x$ at which the partial derivative is being computed (because it is understood from the context or because $x$ is a generic point of the domain of $f$) we will simply write $\frac{\partial f}{\partial x_j}$ for the partial derivative of $x$ with respect to its $j$th variable.
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Two other notations that are often used for the partial derivative of \( f \) with respect to \( x_j \) are \( f_{x_j} \) and \( f_j \). We won’t use these in this text.

**Example 9.1.3.** Find the partial derivatives of the function

\[
f(x_1, x_2, x_3, x_4) = x_1^2 + x_1 x_3 - 4x_2^2 x_4^3.
\]

**Solution:** To find \( \frac{\partial f}{\partial x_1} \), we consider \( x_2, x_3, x_4 \) to be fixed constants and we differentiate with respect to the remaining variable and evaluate at \( x_1 \). The result is

\[
\frac{\partial f}{\partial x_1} = 2x_1 + x_3.
\]

Similarly, we have

\[
\begin{align*}
\frac{\partial f}{\partial x_2} &= -8x_2 x_4^3, \\
\frac{\partial f}{\partial x_3} &= x_1, \\
\frac{\partial f}{\partial x_4} &= -12x_2^2 x_4^2.
\end{align*}
\]

**Example 9.1.4.** Find the partial derivatives of the function

\[
f(x, y, z) = z^2 \cos xy.
\]

**Solution:** We have

\[
\begin{align*}
\frac{\partial f}{\partial x} &= -yz^2 \sin xy, \\
\frac{\partial f}{\partial y} &= -xz^2 \sin xy, \\
\frac{\partial f}{\partial z} &= -2z \cos xy.
\end{align*}
\]

**The Partial Derivatives as Limits**

If we use the definition of the derivative of a function of one variable as the limit of a difference quotient, the result is

\[
\frac{\partial f}{\partial x_j}(x_1, \ldots, x_p) = \lim_{h \to 0} \frac{f(x_1, \ldots, x_j + h, \ldots, x_p) - f(x_1, \ldots, x_j, \ldots, x_p)}{h}.
\]

The notation involved in this statement becomes much simpler if we note that the point \( (x_1, \ldots, x_j + h, \ldots, x_p) \) may be written as \( x + he_j \), where \( e_j \) is the basis vector with 1 in the \( j \)th entry and 0 elsewhere. Then,

\[
\frac{\partial f}{\partial x_j}(x) = \lim_{h \to 0} \frac{f(x + he_j) - f(x)}{h}.
\]

(9.1.1)
Higher Order Partial Derivatives

The partial derivatives defined so far are first order partial derivatives. We define second order partial derivatives of $f$ in the following fashion: for $i, j = 1, \cdots, p$ we set

$$\frac{\partial^2 f}{\partial x_i \partial x_j} = \frac{\partial}{\partial x_i} \left( \frac{\partial f}{\partial x_j} \right). \quad (9.1.2)$$

The meaning of this is as follows: If the partial derivative $\frac{\partial f}{\partial x_j}$ exists in a neighborhood of a point $x \in \mathbb{R}^p$, then we may attempt to take the partial derivative with respect to $x_i$ of the resulting function at the point $x$. The result, if it exists, is the right side of the above equation. The expression on the left is the notation that is commonly used for this second order partial derivative. In the case where $i = j$, we modify this notation slightly and write

$$\frac{\partial^2 f}{\partial x_j^2} = \frac{\partial}{\partial x_j} \left( \frac{\partial f}{\partial x_j} \right).$$

A useful way to think of this process is as follows: the expression $\frac{\partial}{\partial x_j}$ is an operator – that is, a transformation which takes a function $f$ on an open set $U$ to another function $\frac{\partial f}{\partial x_j}$ on $U$ (provided this derivative exists on $U$). In fact, this operator is a linear operator (preserves sums and scalar products) because the derivative of a sum is the sum of the derivatives and the derivative of a constant times a function is the constant times the derivative of the function. Such operators may be composed – that is, we may first apply one such operator, $\frac{\partial}{\partial x_j}$, to a function and then apply another, $\frac{\partial}{\partial x_i}$, to the result. In fact, we may continue to compose such operators, applying one after another, as long as the resulting function has the appropriate partial derivatives on the given open set. From this point of view, the second order partial derivative of (9.1.2) is just the result of applying to $f$ the second order differential operator

$$\frac{\partial^2}{\partial x_i \partial x_j} = \frac{\partial}{\partial x_i} \circ \frac{\partial}{\partial x_j}.$$

We may, of course, define higher order partial differential operators in an analogous fashion. Given integers $j_1, j_2, \cdots, j_m$ between 1 and $p$, we set

$$\frac{\partial^m}{\partial x_{j_1} \cdots \partial x_{j_m}} = \frac{\partial}{\partial x_{j_1}} \circ \frac{\partial}{\partial x_{j_2}} \circ \cdots \circ \frac{\partial}{\partial x_{j_m}}.$$

The resulting operator is a partial differential operator of total degree $m$.

**Example 9.1.5.** Find $\frac{\partial^3 f}{\partial x \partial y \partial z \partial y \partial x}$ if $f(x, y, z) = x^2 y^3 z^4 + x^2 + y^4 + x y z$. 


Solution: We proceed one derivative at a time:

\[
\frac{\partial f}{\partial x} = 2xy^3z^4 + 2x + yz,
\]
\[
\frac{\partial^2 f}{\partial y \partial x} = 6xy^2z^4 + z,
\]
\[
\frac{\partial^3 f}{\partial z \partial y \partial x} = 24xy^2z^3 + 1,
\]
\[
\frac{\partial^4 f}{\partial y \partial z \partial y \partial x} = 48xyz^3,
\]
\[
\frac{\partial^5 f}{\partial x \partial y \partial z \partial y \partial x} = 48yz^3.
\]

Equality of Mixed Partialss

It is natural to ask whether or not, in a mixed higher order partial derivative, the order in which the derivatives are taken makes a difference. Some additional calculation using the previous example (Exercise 9.1.4) shows that, at least for the function \( f \) of that example, the order in which the five partial derivative operators are applied makes no difference. This is not always the case, but it is the case under rather mild continuity assumptions. When it is the case, we may change the order in which the partial derivatives are taken so as to collect partial derivatives with respect to the same variable together. For example, the 5th order mixed partial derivative of the previous example can be re-written as

\[
\frac{\partial^5 f}{\partial x \partial x \partial y \partial y \partial z} = \frac{\partial^5 f}{\partial x^2 \partial y^2 \partial z}.
\]

The next theorem tells us when interchanging the order of a mixed partial derivative is legitimate.

**Theorem 9.1.6.** Suppose \( f \) is a function defined on an open disc \( B_r(a, b) \subset \mathbb{R}^2 \). Also suppose that both first order partial derivative exist in \( B_r(a, b) \) and that and \( \frac{\partial^2 f}{\partial y \partial x} \) exists in \( B_r(a, b) \) and is continuous at \( (a, b) \). Then \( \frac{\partial^2 f}{\partial x \partial y} \) exists at \( (a, b) \) and is equal to \( \frac{\partial^2 f}{\partial y \partial x}(a, b) \).

**Proof.** We introduce a function \( \lambda(h, k) \), defined for \( (h, k) \) in the disc \( B = B_r(0, 0) \), by

\[
\lambda(h, k) = f(a + h, b + k) - f(a + h, b) - f(a, b + k) + f(a, b).
\]

It follows from the hypotheses of the theorem that the partial derivative of \( \lambda(h, k) \) with respect to \( h \) exists for all \( (h, k) \) in the disc \( B \). If \( (h, k) \in B \), the rectangle with vertices \( (0, 0), (0, k), (h, 0) \) and \( (h, k) \) is also contained in this disc and so the partial derivative of \( \lambda \) with respect to its first variable exists in an open set containing this rectangle.
9.1. PARTIAL DERIVATIVES

Now for fixed $k$,

$$\lambda(h, k) = g(h) - g(0) \quad \text{where} \quad g(u) = f(a + u, b + k) - f(a + u, b).$$

The function $g$ is differentiable on an open interval containing $[0, h]$, and so we may apply the mean value theorem to $g$ to conclude there is a number $s \in (0, h)$ such that $g(h) - g(0) = hg'(s)$. This means

$$\lambda(h, k) = h \left( \frac{\partial f}{\partial x}(a + s, b + k) - \frac{\partial f}{\partial x}(a + s, b) \right). \quad (9.1.3)$$

Of course, the number $s$ depends on $h$ and $k$.

Since $\frac{\partial^2 f}{\partial y \partial x}$ exists on $B$, $\frac{\partial f}{\partial x}$ is a differentiable function of its second variable on $B$. Hence, we may apply the mean value theorem to this function as well. We conclude that there is a point $t \in (0, k)$ such that

$$\frac{\partial f}{\partial x}(a + s, b + k) - \frac{\partial f}{\partial x}(a + s, b) = k \frac{\partial^2 f}{\partial y \partial x}(a + s, b + t). \quad (9.1.4)$$

Combining (9.1.3) and (9.1.4) yields

$$\frac{1}{hk}\lambda(h, k) = \frac{\partial^2 f}{\partial y \partial x}(a + s, b + t).$$

By hypothesis, the second order partial derivative on the right is continuous at $(a, b)$. This implies that

$$\lim_{(h,k) \to (0,0)} \frac{\lambda(h, k)}{hk} = \frac{\partial^2 f}{\partial y \partial x}(a, b).$$

This conclusion uses the fact that the point $(a + s, b + t)$, wherever it is, is at least closer to $(a, b)$ than the point $(a + h, b + k)$.

We complete the proof by noting that the above limit exists independently of how $(h, k)$ approaches $(0, 0)$. In particular, the result will be the same if we first let $k$ approach $0$ and then $h$. However,

$$\lim_{h \to 0} \lim_{k \to 0} \frac{1}{hk} \lambda(h, k)$$

$$= \lim_{h \to 0} \frac{1}{h} \left( f(a + h, b + k) - f(a + h, b) \right) - f(a, b + k) - f(a, b)$$

$$= \lim_{h \to 0} \frac{1}{h} \left( \lim_{k \to 0} f(a + h, b + k) - f(a + h, b) \right) - \lim_{k \to 0} f(a, b + k) - f(a, b)$$

$$= \lim_{h \to 0} \frac{1}{h} \left( \frac{\partial f}{\partial y}(a + h, b) - \frac{\partial f}{\partial y}(a, b) \right)$$

$$= \frac{\partial^2 f}{\partial x \partial y}(a, b).$$
Hence, this second order partial derivative also exists and it equals \( \frac{\partial^2 f}{\partial y \partial x}(a, b) \).

Note that distributing the limit with respect to \( k \) across the difference in the second step above requires that we know the two limits involved exist. This follows from the assumption that \( \frac{\partial f}{\partial y} \) exists in \( B_r(a, b) \). \( \square \)

Obviously, the same result holds, with the same proof, if \( x \) and \( y \) are reversed in the statement of the above theorem. That is, if we assume either one of the second order mixed partials exists in a neighborhood of \( (a, b) \) and is continuous at \( (a, b) \), then the other one also exists at \( (a, b) \) and the two are equal at \( (a, b) \).

The following example shows that the continuity of the mixed partial that is assumed to exist is a necessary assumption in the above theorem.

**Example 9.1.7.** For the function

\[
 f(x, y) = \begin{cases} 
 x^3y - xy^3 & \text{if } (x, y) \neq (0, 0) \\
 0 & \text{if } (x, y) = (0, 0) 
\end{cases}
\]

show that the first order partial derivatives exist and are continuous everywhere. Then show that the mixed second order partial derivatives \( \frac{\partial^2 f}{\partial x \partial y} \) and \( \frac{\partial^2 f}{\partial y \partial x} \) exist everywhere, but they are not equal at \( (0, 0) \). Why doesn’t this contradict the above theorem?

**Solution:** Except at the point \((0, 0)\) where the denominator vanishes, we may use the standard rules of differentiation to show that

\[
\begin{align*}
\frac{\partial f}{\partial x} &= \frac{(3x^2y - y^3)(x^2 + y^2) - 2x(x^3y - xy^3)}{(x^2 + y^2)^2} \\
\frac{\partial f}{\partial y} &= \frac{(x^3 - 3xy^2)(x^2 + y^2) - 2y(x^3y - xy^3)}{(x^2 + y^2)^2}.
\end{align*}
\]

These expressions may be differentiated again to show that each of the second order partial derivatives also exists, except possibly at \((0, 0)\).

In order to calculate \( \frac{\partial f}{\partial x}(0, 0) \) we set \( y = 0 \) in the expression for \( f \). The resulting function of \( x \) is identically 0 and, hence, has derivative 0 with respect to \( x \). Similar reasoning leads to the same conclusion for \( \frac{\partial f}{\partial y}(0, 0) \). Since both the expressions in (9.1.5) have limit 0 as \((x, y) \to (0, 0)\), the first order partial derivatives are continuous everywhere, including at \((0, 0)\), where they both have the value 0.

To calculate \( \frac{\partial^2 f}{\partial x \partial y}(0, 0) \) we first note that \( \frac{\partial f}{\partial y}(x, 0) = x \), for all \( x \). Hence, \( \frac{\partial^2 f}{\partial x \partial y}(0, 0) = 1 \).

On the other hand, \( \frac{\partial f}{\partial x}(0, y) = -y \), and so \( \frac{\partial^2 f}{\partial y \partial x}(0, 0) = -1 \).
9.1. PARTIAL DERIVATIVES

The two mixed partials are not equal at (0, 0) even though they both exist everywhere. Why doesn’t this contradict the previous theorem? It must be the case that neither of these mixed partial derivatives is continuous at (0, 0) – a fact that will be verified in the exercises.

An important hypothesis in many theorems is that a function \( f \) belongs to the class \( C^k(U) \) defined below.

**Definition 9.1.8.** If \( U \) is an open subset of \( \mathbb{R}^p \) then a function \( F : U \to \mathbb{R}^q \) is said to be \( C^k \) on \( U \) if, for each coordinate function \( f_j \) of \( F \), all partial derivatives of \( f_j \) of total order less than or equal to \( k \) exist and are continuous on \( U \).

Functions which are \( C^1 \) on \( U \) will be called smooth functions on \( U \).

By using Theorem 9.1.6 to interchange pairs of adjacent first order partial differential operators, the following theorem may be proved:

**Theorem 9.1.9.** If a real valued function \( f \) is \( C^k \) on \( U \subset \mathbb{R}^p \) and \( m \leq k \), then the \( m \)th order partial derivative \( \frac{\partial^m f}{\partial x_{j_1} \cdots \partial x_{j_m}} \) is independent of the order in which the first order partial derivatives \( \frac{\partial f}{\partial x_j} \) are applied.

**Exercise Set 9.1**

1. If \( f(x, y) = \sqrt{x^2 + y^2} \), find \( \frac{\partial f}{\partial x} \) and \( \frac{\partial f}{\partial y} \). Are there any points in the plane where they don’t exist?

2. If \( f(x, y) = xy^2 + xy + y^3 \), find all first and second order partial derivatives of \( f \).

3. If \( f(x, y) = x \cos y \), find \( \frac{\partial f}{\partial x}, \frac{\partial^2 f}{\partial x \partial y}, \) and \( \frac{\partial^2 f}{\partial y \partial x} \).

4. If \( f \) is the function of Example 9.1.5 directly calculate \( \frac{\partial^5 f}{\partial x^2 \partial y^2 \partial z} \).

Verify that it is the same as the mixed partial derivative of \( f \) calculated in the example.

5. Theorem 9.1.6 is a statement about a function of two variables. Show how it can be applied several times in a step by step procedure to prove that if \( U \subset \mathbb{R}^3 \) and \( f \) is \( C^3 \) on \( U \), then

\[
\frac{\partial^3 f}{\partial x \partial y \partial z} = \frac{\partial^3 f}{\partial z \partial y \partial x}.
\]
6. If \( p > 0 \), let \( f \) be the function
\[
f(x, y) = \begin{cases} 
\frac{x^2}{(x^2 + y^2)^p} & \text{if } (x, y) \neq (0, 0) \\
0 & \text{if } (x, y) = (0, 0)
\end{cases}
\]
For which values of \( p \) is \( \frac{\partial f}{\partial x} \) continuous at \((0,0)\)?

7. If \( f \) is the function of Example 9.1.7, show by direct calculation that \( \frac{\partial^2 f}{\partial x \partial y} \) is not continuous at \((0,0)\). A similar calculation shows that \( \frac{\partial^2 f}{\partial y \partial x} \) is not continuous at \((0,0)\) (you need not do both calculations).

8. If \( f \) is defined on \( \mathbb{R}^2 \) by
\[
f(x, y) = \begin{cases} 
\frac{xy}{x^2 + y^2} & \text{if } (x, y) \neq (0, 0) \\
0 & \text{if } (x, y) = (0, 0)
\end{cases}
\]
show that both \( \frac{\partial f}{\partial x} \) and \( \frac{\partial f}{\partial y} \) exist everywhere, but they are not continuous at \((0,0)\). In fact, \( f \) itself is not continuous at \((0,0)\) (see Example 8.1.3).

## 9.2 The Differential

Let \( f \) be a real valued function defined on an interval on the line. Recall that the equation of the tangent line to the curve \( y = f(x) \), at a point \( a \) where \( f \) is differentiable, is:
\[
y = f(a) + f'(a)(x - a)
\]
This is the equation of the line which best approximates the curve when \( x \) is near \( a \). The right side, is an affine function,
\[
T(x) = f(a) + f'(a)(x - a),
\]
of \( x \). What is special about \( T \) that makes its graph the line which best approximates the curve \( y = f(x) \) near \( a \)? For convenience of notation let \( h = x - a \), so that \( x = a + h \). Then
\[
f(a + h) - T(a + h) = f(a + h) - f(a) - f'(a)h
\]
and so
\[
\lim_{h \to 0} \frac{f(a + h) - T(a + h)}{h} = \lim_{h \to a} \frac{f(a + h) - f(a)}{h} - f'(a) = 0.
\]
In other words, not only do \( f \) and \( T \) have the same value at \( a \), but as \( h \) approaches 0, the difference between \( f(a+h) \) and \( T(a+h) \) approaches zero faster than \( h \) does. No affine function other than \( T \) has this property (Exercise 9.2.7).
Example 9.2.1. What is the best affine approximation to \( f(x) = x^3 - 2x + 1 \) at the point \((2, 5)\)?

Solution: Here, \( a = 2 \), \( f(a) = 5 \), and \( f'(a) = f'(2) = 8 \), so the best affine approximation to \( f(x) \) at \( x = 2 \) is \( T(x) = 5 + 8(x - 2) \).

Affine Approximation in Several Variables

By analogy with the single variable case, if \( F: D \to \mathbb{R}^q \) is a function defined on a subset \( D \) of \( \mathbb{R}^p \), then the best affine approximation to \( F \) at \( a \in D \) would be an affine function \( T: \mathbb{R}^p \to \mathbb{R}^q \) such that \( F(a + h) - T(a + h) \) goes to 0 faster than \( h \) as the vector \( h \) approaches 0. In order for this to make sense at all, \( a \) must be a limit point of \( D \) and, in fact, we will require that \( a \) be an interior point of \( D \). This ensures that there is an open ball, centered at \( a \), which is contained in \( D \). It must also be the case that \( F \) and its affine approximation \( T \) have the same value at \( a \). However, if \( T \) is affine and \( T(a) = F(a) \), then \( T \) has the form

\[
T(x) = F(a) + L(x - a),
\]

where \( L \) is a linear function from \( \mathbb{R}^p \) to \( \mathbb{R}^q \).

A function which has a best affine approximation at \( a \) is said to be differentiable at \( a \). The precise definition of this concept is as follows:

Definition 9.2.2. Let \( F: D \to \mathbb{R}^q \) be a function with domain \( D \subset \mathbb{R}^p \), and let \( a \) be an interior point of \( D \). We say that \( F \) is differentiable at \( a \) if there is a linear function \( L: \mathbb{R}^p \to \mathbb{R}^q \) such that

\[
\lim_{h \to 0} \frac{F(a + h) - F(a) - Lh}{||h||} = 0.
\]

In this case, we call the linear function \( L \) the differential of \( F \) at \( a \) and denote it by \( dF(a) \).

Just as in the single variable case, if \( F \) is differentiable, then the function

\[
T(x) = F(a) + dF(a)(x - a)
\]

is the best affine approximation to \( F(x) \) for \( x \) near \( a \).

Also, as in the single variable case, differentiability implies continuity. We state this in the following theorem, the proof of which is left to the exercises.

Theorem 9.2.3. If \( F: D \to \mathbb{R}^q \) is differentiable at \( a \in D \), then \( F \) is continuous at \( a \).

Example 9.2.4. Let \( F \) be the function from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \) defined by

\[
F(x, y) = (x^2 + y^2, xy).
\]

Show that \( F \) is differentiable at \((1, 2)\) and its differential is the linear function with matrix

\[
A = \begin{pmatrix} 2 & 4 \\ 2 & 1 \end{pmatrix}.
\]
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Find the affine function which best approximates \( F \) near \((1, 2)\).

**Solution:** With \( a = (1, 2) \) and \( h = (x - 1, y - 2) = (s, t) \), we have \( F(a) = (5, 2) \) and

\[
F(a + h) - F(a) - Ah = ((1 + s)^2 + (2 + t)^2 - 5 - 2s - 4t, (1 + s)(2 + t) - 2 - 2s - t) = (s^2 + t^2, st).
\]
Thus, the error \( F(a + h) - F(a) - Ah \) is approximated by \( F(a) + Ah \) is

\[
(s^2 + t^2, st).
\]
Then,

\[
||F(a + h) - F(a) - Ah||^2 = (s^2 + t^2)^2 + (st)^2 \leq 2||h||^4.
\]
This implies,

\[
\frac{||F(a + h) - F(a) - Ah||}{||h||} \leq \sqrt{2}||h||,
\]
which has limit 0 as \( h \to 0 \). This shows that \( F \) is differentiable at \((1, 2)\) and that \( dF(1, 2) = A \).

The best affine approximation to \( F(x, y) \) near \((1, 2)\) is

\[
T(x, y) = (5, 2) + \begin{pmatrix} 2 & 4 \\ 2 & 1 \end{pmatrix} \begin{pmatrix} x - 1 \\ y - 2 \end{pmatrix} = (5 + 2(x - 1) + 4(y - 2), 2 + 2(x - 1) + (y - 2)) = (-5 + 2x + 4y, -2 + 2x + y).
\]

**The Differential Matrix**

Let \( F : D \to \mathbb{R}^q \) be a function with \( D \subset \mathbb{R}^p \) and \( a \) an interior point of \( D \).
If \( F \) is differentiable at \( a \), then it is easy to compute the matrix \((c_{ij})\) of its differential \( dF(a) \). This is called the **differential matrix** of \( F \) at \( a \). As usual, we will tend to ignore the technical difference between the linear function \( dF(a) \) and its corresponding matrix (see Remark 8.4.13).

We suppose that \( F(x) = (f_1(x), f_2(x), \ldots, f_q(x)) \), so that \( f_i \) is the \( i \)th coordinate function of \( F \). For \( j = 1, \ldots, p \), we apply (9.2.1) in the special case in which \( h \) approaches 0 along the line \( h = te_j \) -- that is, along the \( j \)th coordinate axis. Since the vector expression in 9.2.1 converges to 0, the same thing is true of each of its coordinate functions. This means,

\[
\lim_{t \to 0} \frac{f_i(a + te_j) - f_i(a) - c_{ij}t}{t} = 0,
\]
which implies

\[
c_{ij} = \lim_{t \to 0} \frac{f_i(a + te_j) - f_i(a)}{t}.
\]
9.2. THE DIFFERENTIAL

The limit that appears in this equation is just the partial derivative

\[
\frac{\partial f_i}{\partial x_j}(a),
\]

of \( f_i \) with respect to its \( j \)th variable at the point \( a \). This is true for each \( i \) and each \( j \). Thus, we have proved the following theorem.

**Theorem 9.2.5.** If \( F : D \rightarrow \mathbb{R}^q \) is differentiable at an interior point \( a \) of \( D \subset \mathbb{R}^p \), then its differential at \( a \) is the linear function \( dF(a) : \mathbb{R}^p \rightarrow \mathbb{R}^q \) with matrix

\[
\left( \frac{\partial f_i}{\partial x_j}(a) \right)_{ij} = \begin{pmatrix} \frac{\partial f_1}{\partial x_1}(a) & \frac{\partial f_1}{\partial x_2}(a) & \cdots & \frac{\partial f_1}{\partial x_p}(a) \\ \frac{\partial f_2}{\partial x_1}(a) & \frac{\partial f_2}{\partial x_2}(a) & \cdots & \frac{\partial f_2}{\partial x_p}(a) \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial f_q}{\partial x_1}(a) & \frac{\partial f_q}{\partial x_2}(a) & \cdots & \frac{\partial f_q}{\partial x_p}(a) \end{pmatrix}. \tag{9.2.2}
\]

If \( F \) is defined and differentiable at all points of an open set \( U \subset \mathbb{R}^p \), then we say that \( F \) is differentiable on \( U \). Its differential \( dF \) is then a function on \( U \) whose values are linear transformations from \( \mathbb{R}^p \) to \( \mathbb{R}^q \). Equivalently, its differential matrix \( dF \) is a \( q \times p \) matrix whose entries are functions on \( U \).

**Example 9.2.6.** Assuming that the function \( F \) of Example 9.2.4 is differentiable everywhere, find its differential matrix. Verify that, at \( a = (1, 2) \), it is the matrix \( A \) of the example.

**Solution** The coordinate functions for \( F \) are given by \( f_1(x, y) = x^2 + y^2 \) and \( f_2(x, y) = xy \). The point \( a \) in this example is \( a = (1, 2) \). The partial derivatives of \( f_1 \) and \( f_2 \) are

\[
\frac{\partial f_1}{\partial x} = 2x, \quad \frac{\partial f_1}{\partial y} = 2y \\
\frac{\partial f_2}{\partial x} = y, \quad \frac{\partial f_2}{\partial y} = x.
\]

Thus, the differential matrix at a general point \( (x, y) \) is

\[
\begin{pmatrix} 2x & 2y \\ y & x \end{pmatrix}
\]

At the particular point \( a = (1, 2) \), this is

\[
\begin{pmatrix} 2 & 4 \\ 2 & 1 \end{pmatrix}.
\]

This is, indeed, the matrix \( A \) of Example 9.2.4.
A Condition for Differentiability

Since the vector function in (9.2.1) has limit 0 if and only if each of its coordinate functions has limit 0, we have the following theorem.

**Theorem 9.2.7.** If $D \subset \mathbb{R}^p$ and $F = (f_1, \cdots, f_q) : D \to \mathbb{R}^q$ is a function, then $F$ is differentiable at $a \in D$ if and only if, for each $i$, the coordinate function $f_i$ is differentiable at $a$. In this case, the differential matrix $dF$ is the matrix whose $i$th row is the differential $df_i$ of the coordinate function $f_i$.

This result allows us to reduce the proof of following theorem to the case $q = 1$.

**Theorem 9.2.8.** Let $F = (f_1, \cdots, f_q) : U \to \mathbb{R}^q$ be a function defined on an open subset $U$ of $\mathbb{R}^p$. If each first order partial derivative of each coordinate function $f_i$ exists on $U$, then $F$ is differentiable at each point of $U$ where these partial derivatives are all continuous. Thus, if $F$ is $C^1$ on all of $U$, then $F$ is differentiable on all of $U$.

**Proof.** By the previous theorem, it is enough to prove that each of the coordinate functions of $F$ is differentiable at the point in question. Hence, it is enough to prove the theorem in the case $q = 1$. To complete the proof, we will prove the following statement by induction on $p$: If $f$ is a real valued function defined on an open set $U \subset \mathbb{R}^p$ and each first order partial derivative of $f$ exists on $U$, then $f$ is differentiable at each point of $U$ where all of these partial derivatives are continuous.

If $p = 1$, then the hypothesis implies, in particular, that $f$ has a derivative at each point of $U$. For a function of one variable, this means the function is differentiable at each point of $U$. This completes the base case of the induction argument.

We now assume our statement is true for functions of $p$ variables and let $f$ be a function of $p+1$ variables. We write points of $\mathbb{R}^{p+1}$ in the form $(x, y)$ with $x \in \mathbb{R}^p$ and $y \in \mathbb{R}$. For some $a = (a_1, \cdots, a_n) \in \mathbb{R}^p$ and $b \in \mathbb{R}$ we suppose $(a, b)$ is a point of $U$ at which the first order partial derivatives of $f$ are all continuous.

If $h = (h_1, \cdots, h_p) \in \mathbb{R}^p$ and $k \in \mathbb{R}$, then

$$f(a+h, b+k) - f(a, b) = f(a+h, b) - f(a, b) + f(a+h, b+k) - f(a+h, b).$$

If we set $g(x) = f(x, b)$ for $x$ in an appropriate neighborhood of $a$ in $\mathbb{R}^p$ and use the mean value theorem in the last variable on the last two terms above, then this becomes

$$f(a+h, b+k) - f(a, b) = g(a+h) - g(a) + \frac{\partial f}{\partial y}(a+h, c)k,$$  \hspace{1cm} (9.2.3)

for some $c$ between $b$ and $b+k$. 
9.2. THE DIFFERENTIAL

Since \( g \) is a function of \( p \) variables which satisfies the hypotheses of the theorem, \( g \) is differentiable at \( a \) by our induction assumption. Hence, \( dg(a) \) exists and

\[
\lim_{h \to 0} \frac{g(a + h) - g(a) - dg(a)h}{||h||} = 0.
\]

Because \( ||h|| \leq ||(h, k)|| \) this implies

\[
\lim_{(h,k) \to (0,0)} \frac{g(a + h) - g(a) - dg(a)h}{||(h, k)||} = 0. \tag{9.2.4}
\]

Since \( \frac{\partial f}{\partial y} \) is continuous at \((a, b)\), \( |k| \leq ||(h, k)|| \), and \((a + h, c) \to (a, b)\) as \((h, k) \to (0,0)\), we also have

\[
\lim_{(h,k) \to (0,0)} \frac{1}{||(h, k)||} \left( \frac{\partial f}{\partial y} (a + h, c) - \frac{\partial f}{\partial y} (a, b) \right) k = 0. \tag{9.2.5}
\]

Let \( v \) be the vector whose first \( p \) components are the components of \( dg(a) \) and whose last component is \( \frac{\partial f}{\partial y} (a, b) \). Then, by (9.2.3),

\[
f(a+h, b + k) - f(a, b) - v \cdot (h, k)
= g(a + h) - g(a) - dg(a)h + \left( \frac{\partial f}{\partial y} (a + h, c) - \frac{\partial f}{\partial y} (a, b) \right) k, \tag{9.2.6}
\]

On combining (9.2.4), (9.2.5), and (9.2.6), we conclude that

\[
\lim_{(h,k) \to (0,0)} \frac{f(a + h, b + k) - f(a, b) - v \cdot (h, k)}{||(h, k)||} = 0,
\]

and, hence, that \( f \) is differentiable at \((a, b)\) with differential \( v \). This completes the induction and finishes the proof of the theorem.

Example 9.2.9. Show that the function \( F : \mathbb{R}^2 \to \mathbb{R}^3 \) defined by

\[
F(x, y) = (xe^y, ye^x, xy)
\]

is differentiable everywhere, and then find its differential matrix.

Solution: The first order partial derivatives of the coordinate functions of \( F \) exist and are continuous everywhere. Hence, \( F \) is differentiable everywhere by the previous theorem. Its differential matrix is

\[
dF(x, y) = \begin{pmatrix}
e^y & xe^y \\
y e^x & e^x \\
y & x
\end{pmatrix}.
\]
A Function Which is not Differentiable

The existence of the first order partial derivatives is not, by itself, enough to ensure that a function is differentiable. This is demonstrated by the next example.

Example 9.2.10. Show that the function \( f \) defined by

\[
f(x, y) = \begin{cases} 
\frac{xy}{x^2 + y^2} & \text{if } (x, y) \neq (0, 0) \\
0 & \text{if } (x, y) = (0, 0).
\end{cases}
\]

is not differentiable at \((0, 0)\) even though its first order partial derivatives exist everywhere.

Solution: This is a rational function with a denominator which vanishes only at \((0, 0)\). Hence, its first order partial derivatives exist everywhere except possibly at \((0, 0)\). However \( f \) is identically 0 on both coordinate axes (that is, \( f(x, 0) = f(0, y) = 0 \)). Hence, both \( \frac{\partial f}{\partial x} \) and \( \frac{\partial f}{\partial y} \) exist at \((0, 0)\) and equal 0. However, \( f \) is clearly not differentiable at \((0, 0)\), since it is not even continuous at this point (see Example 8.1.3).

Exercise Set 9.2

1. If \( L : \mathbb{R}^p \to \mathbb{R}^p \) is a linear function, show that \( dL = L \). In other words, if \( L \) has matrix \( A \), then \( A \) is the differential matrix of the linear function \( L(x) = Ax \).

2. Find the best affine approximation near \((0, 0)\) to the function \( F : \mathbb{R}^2 \to \mathbb{R}^2 \) defined by

\[
F(x, y) = (xy - 2x + y + 1, x^2 + y^2 + x - 3y + 6).
\]

3. If \( F \) is the function of the previous exercise, find the best affine approximation to \( F \) near \((1, -1)\).

4. Find the differential matrix for the function \( G : \mathbb{R}^+ \times \mathbb{R} \to \mathbb{R}^3 \) defined by

\[
G(x, y) = (y \ln x, x e^y, \sin xy).
\]

Then find the best affine approximation to \( G \) at the point \((1, \pi)\).

5. Find the differential of the real valued function function \( f(x, y, z) = xy^2 \cos xz \). Then find the best affine approximation to \( f \) at the point \((1, 1, \pi/2)\).

6. Find the differential of the curve, \( \gamma(t) = (\sin(2\pi t), \cos(2\pi t), t^2) \). Then find the best affine approximation to the curve \( \gamma \) at the point \( t = 1 \).
9.3. THE CHAIN RULE

7. Prove that if $f$ is a real valued function defined on an open interval containing $a$ and if $S$ is an affine function such that

$$\lim_{h \to 0} \frac{f(a + h) - S(a + h)}{h} = 0,$$

then $S(a + h) = f(a) + f'(a)h$.

8. Prove Theorem 9.2.3. That is, prove that if a function is differentiable at a point in its domain, then it is continuous at that point.

9. Does the function defined by

$$f(x, y) = \begin{cases} x^3 & \text{if } (x, y) \neq (0, 0) \\ \frac{x^2 + y^2}{2} & \text{if } (x, y) = (0, 0) \end{cases}$$

have first order partial derivatives at every point of $\mathbb{R}^2$? Is this function differentiable at $(0, 0)$? Give reasons for your answers.

10. If $f : \mathbb{R}^p \to \mathbb{R}$ is differentiable at $a \in \mathbb{R}^p$, then show that, for each $h \in \mathbb{R}^p$, the function $g : \mathbb{R} \to \mathbb{R}$ defined by $g(t) = f(a + th)$ has a derivative at $t = 0$. Can you compute it in terms of $df(a)$ and $h$?

11. Prove that a function $F : \mathbb{R}^p \to \mathbb{R}^q$ is affine if and only if it is differentiable everywhere and its differential matrix is constant.

9.3 The Chain Rule

The differential of a function of several variables has properties similar to those of the derivative of a real valued function of a single variable. The simplest of these are stated in the following theorem, whose proof is left to the exercises.

**Theorem 9.3.1.** Suppose $F$ and $G$ are functions defined on an open set $U \subset \mathbb{R}^p$, with values in $\mathbb{R}^q$, and $c$ is a scalar. If $F$ and $G$ are differentiable at a point $x \in U$, then

(a) $cF$ is differentiable at $x$ and $d(cF)(x) = cdF(x)$; and

(b) $F + G$ is differentiable at $x$ and $d(F + G)(x) = dF(x) + dG(x)$.

A result which is more difficult to prove, but is of great importance is the chain rule for functions of several variables. The proof becomes considerably simpler if we reformulate the concept of differentiability in the following way.
An Equivalent Formulation of Differentiability

If \( f \) is a real valued function defined on an open interval containing the point \( a \in \mathbb{R} \), then we can always express \( f(a + h) - f(a) \) for \( h \) near but not equal to 0 in the following way:

\[
f(a + h) - f(a) = q(h)h,
\]
where \( q(h) \) is just the difference quotient

\[
q(h) = \frac{f(a + h) - f(a)}{h}.
\]

Of course, \( f \) is differentiable at \( a \) if and only if \( q \) has a limit as \( h \to 0 \). The derivative is then defined to be this limit. The function \( q \) becomes continuous at 0 if it is given the value \( f'(a) \) at \( h = 0 \) and then (9.3.1) holds at \( h = 0 \) as well as at all nearby points. In fact, the differentiability of \( f \) at \( a \) is equivalent to the existence of a function \( q \) which satisfies (9.3.1) and is continuous at \( h = 0 \). This suggests the following reformulation of the definition of differentiability.

**Theorem 9.3.2.** Let \( F \) be a function defined on an open set \( U \subset \mathbb{R}^p \) with values in \( \mathbb{R}^q \) and let \( a \) be a point of \( U \). Then \( F \) is differentiable at \( a \) if and only if there is a \( q \times p \) matrix valued function \( Q(h) \), defined in a neighborhood of 0, such that \( Q \) is continuous at 0 and \( F(a + h) - F(a) = \text{vector-matrix product} \)

\[
F(a + h) - F(a) = Q(h)h
\]
for all \( h \) in a neighborhood of 0. If this condition holds, then \( dF(a) = Q(0) \).

**Proof.** Suppose a matrix \( Q \) with the required properties exists on some neighborhood \( V \) of 0. Then, for \( h \in V \),

\[
\frac{F(a + h) - F(a) - Q(0)h}{||h||} = \frac{Q(h)h - Q(0)h}{||h||} = \frac{(Q(h) - Q(0))h}{||h||}.
\]

This expression has norm less than or equal to \( ||Q(h) - Q(0)|| \) which converges to 0 as \( h \to 0 \), since \( Q \) is continuous at 0. Thus, \( F \) is differentiable and its differential matrix is \( Q(0) \).

Conversely, suppose \( F \) is differentiable at \( a \). If we set

\[
\epsilon(h) = F(a + h) - F(a) - dF(a)h.
\]

Then \( \epsilon \) is a function on a neighborhood of 0 with values in \( \mathbb{R}^q \) and

\[
\lim_{h \to 0} \frac{\epsilon(h)}{||h||} = 0.
\]

If, when written out in terms of coordinate functions, \( \epsilon = (\epsilon_1, \epsilon_2, \cdots, \epsilon_q) \), and
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\[ h = (h_1, h_2, \cdots , h_p), \]
then we define a matrix \( \Delta(h) \) by

\[
\Delta(h) = ||h||^{-2}
\begin{pmatrix}
\epsilon_1 h_1 & \epsilon_1 h_2 & \cdots & \epsilon_1 h_p \\
\epsilon_2 h_1 & \epsilon_2 h_2 & \cdots & \epsilon_2 h_p \\
\vdots & \vdots & \ddots & \vdots \\
\epsilon_q h_1 & \epsilon_q h_2 & \cdots & \epsilon_q h_p
\end{pmatrix}.
\]

This is a matrix valued function of \( h \), defined on a neighborhood of 0, except at 0 itself. Moreover, if we define this function to be 0 when \( h = 0 \), then it becomes continuous at \( h = 0 \), since

\[
\frac{||\epsilon_i(h)h_j||}{||h||^2} \leq \frac{||\epsilon(h)|| ||h||}{||h||^2} = \frac{||\epsilon(h)||}{||h||},
\]

and this has limit 0 as \( h \to 0 \). Note also that if we apply the matrix \( \Delta(h) \) to the vector \( h \), the result is

\[
\Delta(h)h = \epsilon(h),
\]

Thus, if we set

\[
Q(h) = dF(a) + \Delta(h),
\]

then \( Q \) is continuous at \( h = 0 \), \( Q(0) = dF(a) \), and

\[
F(a + h) - F(a) = dF(a)h + \epsilon(h) = dF(a)h + \Delta(h)h = Q(h)h.
\]

This completes the proof.

The Chain Rule

After the above reformulation of differentiability, the chain rule has a simple proof.

**Theorem 9.3.3.** Let \( U \) and \( V \) be open subsets of \( \mathbb{R}^r \) and \( \mathbb{R}^p \), respectively, and let \( G : U \to \mathbb{R}^p \) and \( F : V \to \mathbb{R}^q \) be functions with \( G(U) \subset V \). Suppose \( a \in U \), \( G \) is differentiable at \( a \), and \( F \) is differentiable at \( b = G(a) \). Then \( F \circ G \) is differentiable at \( a \) and

\[
d(F \circ G)(a) = dF(G(a))dG(a).
\]

**Proof.** By the previous theorem, there are matrix valued functions \( Q_G \) and \( Q_F \), defined in neighborhoods of 0 in \( \mathbb{R}^r \) and \( \mathbb{R}^p \), respectively, each continuous at 0, with \( Q_F(0) = dF(b) \), \( Q_G(0) = dG(a) \), and such that

\[
G(a + h) - G(a) = Q_G(h)h \quad \text{and} \quad F(b + k) - F(b) = Q_F(k)k
\]

for \( h \) and \( k \) in appropriate neighborhoods of 0. Then, since \( G(a) = b \),

\[
F \circ G(a + h) - F \circ G(a) = F(b + Q_G(h)h) - F(b) = Q_F(Q_G(h)h)Q_G(h)h.
\]
Since $Q_G$ and $Q_F$ are both continuous at 0, we have
\[
\lim_{h \to 0} Q_F(Q_G(h)h)Q_G(h) = Q_F(0)Q_G(0) = dF(b)dG(a) = dF(G(a))dG(a).
\]
Thus, if we choose $Q_F \circ Q_G(h)$ to be $Q_F(Q_G(h)h)Q_G(h)$, it satisfies the conditions of the previous theorem with $F$ replaced by $F \circ G$ and, hence, by that theorem, $d(F \circ G)(a)$ exists and equals $dF(G(a))dG(a)$.

Example 9.3.4. Let $f(x,y)$ be a real valued function of two variables and let
\[
\phi(r, s, t) = f(r(s+t), r(s-t)).
\]
Find $d\phi(1, 2, 1)$ if $\frac{\partial f}{\partial x}(3, 1) = 4$ and $\frac{\partial f}{\partial y}(3, 1) = -5$.

Solution: The function $\phi$ is just $f \circ G$, where $G : \mathbb{R}^3 \to \mathbb{R}^2$ is defined by $G(r, s, t) = (r(s+t), r(s-t))$. We have $G(1, 2, 1) = (3, 1)$ and
\[
dG(1, 2, 1) = \begin{pmatrix} 3 & 1 & 1 \\ 1 & 1 & -1 \end{pmatrix}.
\]
Thus, $d\phi(1, 2, 1) = dF(G(1, 2, 1))dG(1, 2, 1)$ is
\[
\begin{pmatrix} \frac{\partial f}{\partial x}(3, 1), & \frac{\partial f}{\partial y}(3, 1) \end{pmatrix} \begin{pmatrix} 3 & 1 & 1 \\ 1 & 1 & -1 \end{pmatrix}
= (4, -5) \begin{pmatrix} 3 & 1 & 1 \\ 1 & 1 & -1 \end{pmatrix} = (7, -1, 9)
\]

Differential of an Inner Product

The following theorem is a nice application of the chain rule.

Theorem 9.3.5. Suppose $F$ and $G$ are functions defined in a neighborhood of a point $a \in \mathbb{R}^p$ and with values in $\mathbb{R}^q$. If $F$ and $G$ are both differentiable at $a$, then $F \cdot G$ is also differentiable at $a$ and
\[
d(F \cdot G)(a) = G(a)dF(a) + F(a)dG(a),
\]
where each of the products on the right is the matrix product of a $1 \times q$ times a $q \times p$ matrix.

Proof. Let $H : \mathbb{R}^{2q} \to \mathbb{R}$ be defined by
\[
H(u, v) = u \cdot v,
\]
where, if $u = (u_1, \cdots, u_q)$ and $v = (v_1, \cdots, v_q)$ are vectors in $\mathbb{R}^q$, then $(u, v)$ denotes the vector $(u_1, \cdots, u_q, v_1, \cdots, v_q)$ in $\mathbb{R}^{2q}$.
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Now $F \cdot G = H \circ (F, G)$, where $(F, G)$ denotes the function with values in $\mathbb{R}^{2q}$ whose first $q$ coordinate functions are the coordinate functions of $F$ and whose last $q$ coordinate functions are the coordinate functions of $G$.

The function $H$ is differentiable everywhere because its coordinate functions $u_i, v_i$ have continuous partial derivatives everywhere. That is,

$$\frac{\partial u_i v_i}{\partial u_i} = v_i, \quad \frac{\partial u_i v_i}{\partial v_i} = u_i,$$

and all other first order partial derivatives are zero. This means that its differential is the $1 \times 2q$ matrix

$$(v_1, \cdots, v_q, u_1, \cdots, u_q).$$

Since $F$ and $G$ are differentiable at $a$, the coordinate functions of both are all differentiable at $a$. This implies that the function $(F, G)$ is differentiable at $a$, since each of its coordinate functions is a coordinate function of $F$ or a coordinate function of $G$. Furthermore,

$$d(F, G)(a) = \begin{pmatrix} dF(a) \\ dG(a) \end{pmatrix},$$

where the matrix on the right has its first $q$ rows the rows of $dF(a)$ and its last $q$ rows the rows of $dG(a)$.

By the chain rule,

$$d(F \cdot G)(a) = dH(F(a), G(a))d(F, G)(a)$$

$$= (G(a), F(a)) \begin{pmatrix} dF(a) \\ dG(a) \end{pmatrix}$$

$$= G(a)dF(a) + F(a)dG(a).$$

Dependent Variable Notation

A notation that is often used in connection with differentiation and specifically the chain rule is one which emphasizes the variables in a problem, some of which depend on others through functional relations, but which de-emphasizes the functions defining these relations. In this notation, a function $F$ of $p$ variables with values in $\mathbb{R}^q$ determines a vector of $q$ dependent variables

$$u = (u_1, u_2, \cdots, u_q)$$

which depend on a vector of $p$ variables

$$x = (x_1, x_2, \cdots, x_p)$$
through the relation \( u = F(x) \). The differential matrix is then the matrix
\[
\left( \frac{\partial u_i}{\partial x_j} \right)_{ij} = \begin{pmatrix}
\frac{\partial u_1}{\partial x_1} & \frac{\partial u_1}{\partial x_2} & \cdots & \frac{\partial u_1}{\partial x_p} \\
\frac{\partial u_2}{\partial x_1} & \frac{\partial u_2}{\partial x_2} & \cdots & \frac{\partial u_2}{\partial x_p} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial u_q}{\partial x_1} & \frac{\partial u_q}{\partial x_2} & \cdots & \frac{\partial u_q}{\partial x_p}
\end{pmatrix}.
\]

where \( \frac{\partial u_i}{\partial x_j} \) is understood to be the partial derivative \( \frac{\partial f_i}{\partial x_j} \) of the \( i \)th coordinate function of \( F \) evaluated at a generic point \( x \) of the domain of \( F \).

Now the variables \( x_j \) themselves may depend on a vector of variables
\[ t = (t_1, t_2, \ldots, t_r) \]
through a function \( G \). The differential matrix for this relationship would be the matrix
\[
\left( \frac{\partial x_j}{\partial t_k} \right)_{jk}.
\]

Since the variables \( u_i \) depend on the variables \( x_j \), which in turn depend on the variables \( t_k \), the variables \( u_i \) also depend on the variables \( t_k \) (through the function \( F \circ G \)), and the differential matrix for this relationship is denoted
\[
\left( \frac{\partial u_i}{\partial t_k} \right)_{ik}.
\]

Using this notation, the chain rule becomes
\[
\left( \frac{\partial u_i}{\partial t_k} \right)_{ik} = \left( \frac{\partial u_i}{\partial x_j} \right)_{ij} \left( \frac{\partial x_j}{\partial t_k} \right)_{jk}, \tag{9.3.2}
\]
where the expression on the right is the product of the indicated matrices. This product will involve the variables \( x_j \) as well as the variables \( t_k \) and it is important to remember that the \( x_j \)s are themselves functions of the variables \( t_k \).

A Change of Variables

**Example 9.3.6.** If \( u = f(x, y) \) expresses the variable \( u \) as a function of Cartesian coordinates \((x, y)\) on an open subset of the plane, what is the relationship between the differential matrix of \( u \) as a function of \((x, y)\) and its differential matrix as a function of the corresponding polar coordinates \((r, \theta)\), where \( x = r \cos \theta \) and \( y = r \sin \theta \).
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Solution: The change of coordinate transformation \((x, y) = (r \cos \theta, r \sin \theta)\) has differential matrix
\[
\begin{pmatrix}
\cos \theta & -r \sin \theta \\
\sin \theta & r \cos \theta
\end{pmatrix}.
\]
Thus,
\[
\begin{pmatrix}
\frac{\partial u}{\partial r} & \frac{\partial u}{\partial \theta}
\end{pmatrix}
= \begin{pmatrix}
\frac{\partial u}{\partial x} & \frac{\partial u}{\partial y}
\end{pmatrix}
\begin{pmatrix}
\cos \theta & -r \sin \theta \\
\sin \theta & r \cos \theta
\end{pmatrix},
\]
or
\[
\frac{\partial u}{\partial r} = \cos \theta \frac{\partial u}{\partial x} + \sin \theta \frac{\partial u}{\partial y},
\]
\[
\frac{\partial u}{\partial \theta} = -r \sin \theta \frac{\partial u}{\partial x} + r \cos \theta \frac{\partial u}{\partial y}.
\]

Exercise Set 9.3

1. If \(F\) is a function from an open subset \(U\) of \(\mathbb{R}^p\) to \(\mathbb{R}^q\) which is differentiable at \(a\) and if \(B\) is an \(r \times q\) matrix, then show that \(d(BF)(a) = BdF(a)\). Here, \(BF(x)\) is the matrix \(B\) applied to the vector \(F(x)\) and \(BdF(a)\) is the product of the matrix \(B\) and the matrix \(dF(a)\).

2. If \(f(x, y)\) is a differentiable function of \((x, y) \in \mathbb{R}^2\), and \(g(t) = f(tx, ty)\), for all \(t \in \mathbb{R}\), find \(g'(1)\).

3. An \(n\)-homogeneous function on \(\mathbb{R}^2\) is a function that satisfies \(f(tx, ty) = t^n f(x, y)\) for all \(t \in \mathbb{R}\) and \((x, y) \in \mathbb{R}^2\). Show that a differentiable function on \(\mathbb{R}^2\) is \(n\)-homogeneous if and only it satisfies the differential equation
\[
\frac{x}{\partial x} f + \frac{y}{\partial y} = nf
\]
at each \((x, y) \in \mathbb{R}^2\).

4. If \(f\) is a differentiable function on \(\mathbb{R}\) and \(g(x, y) = f(xy)\), show that
\[
\frac{x}{\partial x} g - \frac{y}{\partial y} g = 0.
\]

5. If \(f\) and \(g\) are twice differentiable functions on \(\mathbb{R}\) and
\[
h(x, y) = f(x - y) + g(x + y),
\]
show that \(h\) satisfies the wave equation:
\[
\frac{\partial^2 h}{\partial x^2} - \frac{\partial^2 h}{\partial y^2} = 0.
\]
6. If \( u \) is a variable which is a differentiable function of \( (x, y) \) in an open set \( U \subset \mathbb{R}^2 \), if \( x \) and \( y \) are differentiable functions of \( (s, t) \in V \) for an open set \( V \subset \mathbb{R}^2 \), and if \( (x, y) \in U \) whenever \( (s, t) \in V \), then use the chain rule to obtain expressions for \( \frac{\partial u}{\partial s} \) and \( \frac{\partial u}{\partial t} \) on \( V \) in terms of the partial derivatives of \( u \) with respect to \( x \) and \( y \) and the partial derivatives of \( x \) and \( y \) with respect to \( s \) and \( t \).

7. Do the preceding exercise in the special case where

\[
x = as + bt \quad \text{and} \quad y = cs + dt.
\]

for some constants \( a, b, c, d \).

8. If \( (x, y, z) \) are the Cartesian coordinates of a point in \( \mathbb{R}^3 \) and the spherical coordinates of the same point are \( r, \theta, \phi \), then

\[
x = r \cos \theta \sin \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \phi.
\]

Let \( u \) be a variable which is a differentiable function of \( (x, y, z) \) on \( \mathbb{R}^3 \). Find a formula for the partial derivatives of \( u \) with respect to \( r, \theta, \phi \) in terms of its partial derivatives with respect to \( r, \theta, \phi \).

9. Suppose \( U \) and \( V \) are open subsets of \( \mathbb{R}^p \) and \( F : U \to V \) has an inverse function \( G : V \to U \). This means \( F \circ G(y) = y \) for all \( y \in V \) and \( G \circ F(x) = x \) for all \( x \in U \). Show that, if \( F \) is differentiable on \( U \) and \( G \) is differentiable on \( V \), then \( dF(x) \) is non-singular at each \( x \in U \), and for each \( x \in U \),

\[
dF(x)^{-1} = dG(y) \quad \text{where} \quad y = F(x).
\]

10. Show that if \( F \) is differentiable function on an open set \( U \subset \mathbb{R}^p \) with values in \( \mathbb{R}^q \), then the real valued function \( \|F(x)\|^2 \) on \( U \) has zero differential at \( x \) if and only if the vector \( F(x) \) is orthogonal to each of the columns of \( dF(x) \).

11. Prove Theorem 9.3.1. Note: it is the differentiability of \( d(cf) \) and \( d(F+G) \) that needs to be proved. Once this is known, it is easy to see that \( d(cf) = cdF \) and \( d(F + G) = dF + dG \).

12. If \( f(x, y) = x^2 + y^2 \) find a \( 1 \times 2 \) matrix valued function \( Q \) which satisfies the conclusion of Theorem 9.3.2 for \( f \).

13. In the proof of Theorem 9.3.3, the following fact is used twice: If \( A(h) \) is a \( q \times p \) matrix whose entries are functions of \( h \in \mathbb{R}^p \) and if \( A(h) \) is continuous at \( h = 0 \), then \( \lim_{h \to 0} A(h)h = 0 \), where \( A(h)h \) is the result of the matrix \( A(h) \) acting via vector-matrix product on the vector \( h \). Prove that this limit is 0, as claimed.
9.4 Applications of the Chain Rule

The Gradient

The case $q = 1$ is of special interest in this discussion. In this case, we are dealing with a real valued function $f$ on a domain $D \subset \mathbb{R}^p$. At any point $x$ where the function $f$ is differentiable, its differential matrix is a $1 \times p$ matrix—that is, a row vector

$$df = \begin{pmatrix} \frac{\partial f}{\partial x_1}, \cdots, \frac{\partial f}{\partial x_p} \end{pmatrix},$$

The resulting vector is called the gradient of $f$ at $x$. It is sometimes denoted $\nabla f$.

If $f(x_1, \cdots, x_p)$ is the function $f$ with its argument written out in terms of coordinates, then a notation often used for $df$ is

$$df = \frac{\partial f}{\partial x_1} dx_1 + \frac{\partial f}{\partial x_2} dx_2 + \cdots + \frac{\partial f}{\partial x_p} dx_p. \quad (9.4.1)$$

The interpretation of this is as follows: It is understood that $df$ and the partial derivatives in this equation are evaluated at some generic point $x$ of the domain of $f$. The vector $dx = (dx_1, dx_2, \cdots, dx_p)$ stands for a vector in $\mathbb{R}^p$ to which the linear function $df(x) : \mathbb{R}^p \to \mathbb{R}$ is applied. Then (9.4.1) represents the differential $df(x)$, applied to the vector $dx$. For $x$ fixed and $dx$ near 0, it is the best linear approximation to $f(x + dx) - f(x)$. In other words, in this notation, $x$ replaces the $a$ and $dx$ replaces the $h$ in the definition of the differential.

Example 9.4.1. If $f(x, y, z) = z^2 + \sin xy$, find the gradient of $f$ at a generic point $(x, y, z)$ and at the particular point $(1, 0, 3)$.

Solution: At $(x, y, z)$ the gradient of $f$ is

$$df = (y \cos xy, x \cos xy, 2z)$$

which at $(x, y, z) = (1, 0, 3)$ is the vector $(0, 1, 6)$. As a linear transformation applied to the vector $(dx, dy, dz)$, $df$ is

$$df = y \cos xy \, dx + x \cos xy \, dy + 2z \, dz,$$

which, at $(x, y, z) = (1, 0, 3)$ is $dy + 6 \, dz$.

Directional Derivatives

We specify a direction in $\mathbb{R}^p$ by specifying a unit vector (vector of length 1) that points in this direction. For example, in $\mathbb{R}^2$ we may specify a direction by specifying an angle $\theta$ relative to the positive $x$ axis, but this is equivalent to specifying the unit vector $(\cos \theta, \sin \theta)$ which points in this direction.

Given a function $f$, defined on a neighborhood of a point $a \in \mathbb{R}^p$, each first order partial derivative of $f$ at $a$ is defined by restricting $f$ to a line through $a$ parallel to one of the coordinate axes and differentiating the resulting function
of one variable. However, there is nothing special about the coordinate axes. We may restrict $f$ to a line in any direction through $a$ and differentiate the resulting function of one variable. This leads to the concept of directional derivative.

**Definition 9.4.2.** Suppose $f$ is a function defined in a neighborhood of $a \in \mathbb{R}^p$ and and $u$ is a unit vector in $\mathbb{R}^p$. The directional derivative of $f$ at $a$, in the direction $u$, is defined to be

$$D_u f(a) = \frac{d}{dt} f(a + tu)|_{t=0}$$

If $f$ happens to be differentiable at $a$, then its directional derivatives all exist and are easily calculated.

**Theorem 9.4.3.** Suppose $f$ is a function defined in a neighborhood of $a \in \mathbb{R}^p$ and differentiable at $a$. If $u$ is a unit vector in $\mathbb{R}^p$, then the directional derivative $D_u f(a)$ exists and

$$D_u f(a) = df(a)u.$$  

**Proof.** If $g : \mathbb{R} \to \mathbb{R}^p$ is defined by $g(t) = a + tu$, then $dg(t) = g'(t) = u$ and $D_u f(a) = d(f \circ g)(0)$. The chain rule implies that this exists and is equal to $df(a)dg(0) = df(a)u$. 

The directional derivative $D_u f(a)$ represents the rate of change of $f$ as we pass through $a$ in the direction specified by $u$. If this is positive, then it represents the rate of increase of $f$ in the $u$ direction as we pass through $a$.

The proof of the following theorem is left to the exercises.

**Theorem 9.4.4.** Suppose $f$ is a real valued function which is defined and differentiable in a neighborhood of $a \in \mathbb{R}^p$, and suppose that $df(a) \neq 0$. Then the gradient $df(a)$ points in the direction of greatest increase for $f$ at $a$—that is, $D_u f(a)$ has its maximum value when the unit vector $u$ is a positive scalar multiple of $df(a)$.

**Example 9.4.5.** If $f(x, y) = 2 - x^2 - y^2$, find the direction of greatest increase of $f$ at $(1, 1)$ and the rate of increase of $f$ in this direction at $(1, 1)$.

**Solution:** The gradient of $f$ is

$$df(x, y) = (-2x, -2y).$$

At $(1, 1)$ this is

$$df(1, 1) = (-2, -2).$$

A unit vector which points in the same direction is $u = (-1/\sqrt{2}, -1/\sqrt{2})$. The directional derivative in the direction of $u$ is

$$D_u f(-1, -1) = df(1, 1) \cdot u = \sqrt{2} + \sqrt{2} = 2\sqrt{2}.$$
The Derivative of a Curve

Another special case of importance in the study of differentials is the case of a curve in \(\mathbb{R}^q\) – that is, a function
\[
\gamma(t) = (\gamma_1(t), \gamma_2(t), \cdots, \gamma_q(t)),
\]
defined on an interval \(I \subset \mathbb{R}\), with values in \(\mathbb{R}^q\). In this case, the differential matrix \(d\gamma\), at an interior point of \(I\) is a \(q \times 1\) matrix – that is, a column vector. This is the column vector obtained by transposing the vector
\[
\gamma'(t) = (\gamma'_1(t), \gamma'_2(t), \cdots, \gamma'_q(t)).
\]

If \(a \in I\), the best affine approximation to \(\gamma(t)\) for \(t\) near \(a\) is the function
\[
\tau(t) = \gamma(a) + \gamma'(a)(t - a).
\]
Assuming \(\gamma'(a) \neq 0\), this is a parametric equation for a line through \(b\) which is parallel to the vector \(\gamma'(a)\). If one more restriction on the curve \(\gamma\) is met, this line will be called the tangent line to the curve at \(\gamma(a)\).

The additional restriction needed on \(\gamma\) is that \(a\) is the only point on the interval \(I\) at which \(\gamma\) has the value \(\gamma(a)\). Otherwise, the curve crosses itself at \(b = \gamma(a)\) and the tangent line to the curve at \(b\) is not well defined – there is a different tangent line for each branch of the curve passing through \(b\) (see Figure 9.1). In this case, we will say that \(\gamma(a)\) is a crossing point for \(\gamma\). Crossing points can be eliminated by replacing the interval \(I\) with a smaller open interval, containing \(a\), but no other points at which \(\gamma\) has the same value. In our continuing discussion of curves and their tangent lines, we will assume that \(\gamma(a)\) is not a crossing point of \(\gamma\). This assumption and the assumption that \(\gamma'(a) \neq 0\) ensure that \(\gamma\) has a well defined tangent line at \(\gamma(a)\).

Note that each point \(\tau(t)\) which is on the tangent line and sufficiently close to \(\gamma(a)\) determines a parameter value \(t \in I\) and this, in turn, determines a point \(\gamma(t)\) on the curve. The two points \(\gamma(t)\) and \(\tau(t)\) differ from one another by
\[
\gamma(t) - \gamma(a) - \gamma'(a)(t - a)
\]
and the norm of this vector approaches 0 faster than \(t - a\) approaches 0 as \(t \to a\). This justifies the claim that the curve \(\gamma\) and the line \(\tau\) are tangent at the point \(\gamma(a)\). Note, however, that this line of reasoning is only valid if \(\gamma'(a) \neq 0\), since, otherwise, \(\tau\) is constant and fails to determine a non-degenerate line.

If \(\gamma'(a) \neq 0\), the vector
\[
T(a) = \frac{\gamma'(a)}{||\gamma'(a)||}
\]
is a unit vector (a vector of length one) which is parallel to the tangent line at \(a\). It is called the tangent vector to the curve at \(\gamma(a)\).

The vector \(\gamma'(a)\) is sometimes called the velocity vector of the curve at \(\gamma(a)\), since it does represent velocity in the case where the curve is describing the motion of a body through space.
Example 9.4.6. Find the velocity vector, the tangent vector and the equation of the tangent line for the parameterized curve \( \gamma(t) = (\cos t, \sin 2t) \), \( 0 < t < 2\pi \) at the origin.

**Solution:** The origin is a crossing point for this curve (see Figure 9.1). The curve passes through the origin when \( t = \pi/2 \) and when \( t = 3\pi/2 \). If we restrict the domain of \( \gamma \) to the interval \((0, \pi)\), then the effect is to choose one branch of the curve and the crossing is eliminated. Then the curve passes through \((0, 0)\) only at \( \pi/2 \). We have

\[
\gamma'(t) = (-\sin t, 2\cos 2t) \quad \text{and} \quad \gamma'(\pi/2) = (-1, -2).
\]

Hence, the velocity vector at \((0, 0)\) is \( \gamma'(\pi/2) = (-1, -2) \), the tangent vector at this point is \( \frac{\gamma'(\pi/2)}{|\gamma'(\pi/2)|} = \left(\frac{-1}{\sqrt{5}}, \frac{-2}{\sqrt{5}}\right) \) and a parametric equation for the tangent line to this curve at \((0, 0)\) is

\[
\tau(t) = (0, 0) + (t - \pi/2)(-1, -2) = (\pi/2 - t, \pi - 2t).
\]

If we define the domain of \( \gamma \) to be \((\pi, 2\pi)\), then we are choosing the other branch of the curve – the one which passes through \((0, 0)\) at \( t = 3\pi/2 \). We leave the problem of finding the tangent line to the curve at this point to the exercises.

**Higher Dimensional Tangent spaces**

The following discussion is a higher dimensional version of the above discussion of curves and tangent lines. Suppose \( p < q, U \subset \mathbb{R}^p \) is open, and \( F : U \to \mathbb{R}^q \) is a smooth function. Since \( dF \) is a \( q \times p \) matrix at each point of \( U \) and \( p < q \), the maximal possible rank of \( dF \) is \( p \). Suppose \( a \in U \) is a point at which \( dF \) has rank \( p \). Then the function

\[
\Phi(x) = F(a) + dF(a)(x - a)
\] (9.4.2)
is an affine function of rank \( p \) (Definition 8.5.8). This implies that its image is a \( p \)-dimensional affine subspace of \( \mathbb{R}^q \) (a translate of a \( p \)-dimensional linear subspace). Each point in this subspace which is sufficiently near \( F(a) \) is \( \Phi(x) \) for some \( x \in U \) and, for such a point, there is a corresponding point \( F(x) \) in the image of \( F \). Now \( \Phi \) is the best affine approximation to \( F \) near \( a \) and so the norm of

\[
F(x) - \Phi(x) = F(x) - F(a) - dF(a)(x - a)
\]

approaches 0 faster than \( ||x - a|| \) approaches 0 as \( x \to a \). This justifies calling the image of \( \Phi \) the tangent space to the image of \( F \) at \( F(a) \). At least, this is the case if \( a \) is the only point in \( U \) at which \( F \) has the value \( F(a) \) (so that \( F(a) \) is not a crossing point of \( F \)). The situation described in this discussion is important enough to warrant a definition.

A function \( F \), defined on \( U \), is one to one if there are no two distinct points of \( U \) at which \( F \) has the same value.

**Definition 9.4.7.** With \( p < q \), let \( U \) be an open subset of \( \mathbb{R}^p \) and \( F : U \to \mathbb{R}^q \) be a one to one smooth function on \( U \) such that \( dF(a) \) has rank \( p \) at each point \( a \in U \). Then we will call the image \( S \) of \( F \) a smoothly parameterized \( p \)-surface in \( \mathbb{R}^q \) and we will say that \( F \) is a smooth parameterization of \( S \).

We define the tangent space of \( S \) at each \( b = F(a) \in S \) to be the affine subspace of \( \mathbb{R}^q \) which is the image of the function \( \Phi \) of (9.4.2).

In the case where \( p = q - 1 \), a \( p \)-surface in \( \mathbb{R}^q \) is called a hypersurface in \( \mathbb{R}^q \) and its tangent space at \( b = F(a) \) is its tangent hyperplane at \( b \). If \( q = 3 \) and \( p = 2 \), then a 2-surface in \( \mathbb{R}^3 \) is just a surface and its tangent space at \( b \) is its tangent plane at \( b \).

**Example 9.4.8.** With \( a = r_0 \cos \theta_0, b = r_0 \sin \theta_0, \) and \( r_0 > 0 \), find the tangent plane at \((a, b, r_0)\) to the cone in \( \mathbb{R}^3 \) parameterized by the function \( G \) defined by

\[
G(r, \theta) = (r \cos \theta, r \sin \theta, r).
\]

Is there a point on the cone where the tangent plane is not defined?

**Solution:** The differential \( dG \) at \((r_0, \theta_0)\) is

\[
\begin{pmatrix}
\cos \theta_0 & -r_0 \sin \theta_0 \\
\sin \theta_0 & r_0 \cos \theta_0 \\
1 & 0
\end{pmatrix}
= \begin{pmatrix}
a/r_0 & -b \\
b/r_0 & a \\
1 & 0
\end{pmatrix}.
\]

If \( r_0 \neq 0 \), this matrix has rank 2. It defines a parameterized plane by

\[
\Phi(r, \theta) = \begin{pmatrix}
a \\
b \\
r_0
\end{pmatrix} + \begin{pmatrix}
a/r_0 & -b \\
b/r_0 & a \\
1 & 0
\end{pmatrix} \begin{pmatrix}r - r_0 \\ \theta - \theta_0 \end{pmatrix}
\text{ or }
\Phi(r, \theta) = (ar/r_0 - b(\theta - \theta_0), br/r_0 + a(\theta - \theta_0), r).
\]

There is no tangent plane to the curve at the origin. The differential of \( G \) at this point has rank 1 rather than rank 2 and the origin is a crossing point,
which means that $G$ does not satisfy the conditions of Definition 9.4.7. In fact, it is apparent from Figure 9.2 that there is no parametrization of the cone in a neighborhood of the origin that will make it a smooth $p$-surface and no reasonable candidate for a tangent plane (see Figure 9.2).

**Level Sets**

If $F : U \to \mathbb{R}^d$ is a function defined on an open subset $U$ of $\mathbb{R}^q$, then a level set for $F$ is a set of the form

$$S = \{y \in U : F(y) = c\}$$

where $c$ is a constant vector in $\mathbb{R}^d$. By subtracting $c$ from $F$, we can always arrange things so that $S$ is the subset of $U$ defined by the equation $F(y) = 0$.

Under these circumstances, it is often the case that locally (meaning near a given point $b \in S$) $S$ can be represented as a smoothly parameterized surface of some dimension and its tangent space can be realized as the set of solutions $y$ to the equation

$$dF(b)(y - b).$$

We will learn more about when this is true in the last section of this chapter. For now, we settle for a couple of preliminary results.

**Theorem 9.4.9.** With $F$ as above, let $V$ be an open subset of $\mathbb{R}^p$ and $G : V \to \mathbb{R}^q$ a smooth function such that $G(V)$ is contained in a level set of $F$. Then

$$dF(y)dG(x) = 0,$$

where $y = G(x)$,

for each $x \in V$. 

Proof. If the image of \( G \) lies in a level set of \( F \), then there is a constant \( c \in \mathbb{R}^d \) such that
\[
(F \circ G)(x) = c \quad \text{for all} \quad x \in V.
\]

Then, by the chain rule,
\[
0 = d(F \circ G)(x) = dF(G(x))dG(x).
\]

\[\square\]

**Example 9.4.10.** Show that a curve \( \gamma \) in \( \mathbb{R}^p \) of constant norm \( ||\gamma(t)|| \) has its tangent vector orthogonal to its position vector at each point.

**Solution:** If \( ||\gamma(t)|| \) is constant, then so is \( ||\gamma(t)||^2 \). This means that \( \gamma \) has its image in a level set of the function \( f(x) = ||x||^2 = x \cdot x \). By the previous theorem, \( df(x)\gamma(t) = 0 \) if \( x = \gamma(t) \) is a point on the curve. This means that the velocity vector \( \gamma'(t) \) is orthogonal to the gradient \( 2x \) of the function \( f \) at each point \( x = \gamma(t) \) of the curve (see Exercise 9.4.6). Hence, \( \gamma'(t) \) is orthogonal to \( \gamma(t) \) at each \( t \). Since the tangent vector \( T(t) = \gamma'(t)/||\gamma(t)|| \) is a scalar times \( \gamma'(t) \), it is also orthogonal to the position vector \( \gamma(t) \) for each \( t \).

How smooth is a level set for a smooth function \( F : U \to \mathbb{R}^d \)? Does it have a tangent space at some or all of its points? If so, does it resemble a curved version of its tangent space?

By Definition 9.4.7, in order for a level set \( S \) for \( F \) to have a tangent space at a point \( b \in S \), there must be a neighborhood of \( b \) in which \( S \) is a smoothly parameterized \( p \)-surface. That is, near \( b \), \( S \) must be the image of a smooth function \( G : V \to \mathbb{R}^q \), with \( V \) an open subset of \( \mathbb{R}^p \), and the rank of \( dG \) equal to \( p \) (the maximal rank possible) at each \( a \in V \). Then the image of the affine function \( \Phi(x) = b + dG(a)(x - a) \) is a \( p \) dimensional affine subspace of \( \mathbb{R}^q \) (The tangent space to \( S \) at \( b = G(a) \)). Also, by the previous theorem
\[
0 = dF(b)dG(a)(x - a) = dF(b)(\Phi(x) - b)
\]

This means that the image of \( \Phi - b \) is a linear subspace of \( K = \ker dF(b) \). Hence, \( K \) has dimension at least \( p \) and it has dimension exactly \( p \) if and only if the image of \( \Phi - b \) is equal to \( K \). The dimension of \( K \) is \( p \) if and only if the rank of \( dF(b) \) is \( q - p \). Hence, we have proved:

**Theorem 9.4.11.** With \( F \) as above and \( S \) a level set of \( F \) containing the point \( b \), if in some neighborhood of \( b \) the space \( S \) is a smoothly parameterized \( p \)-surface, and if \( dF(b) \) has rank \( q - p \) then the tangent space to \( S \) at \( b \) is the set of solutions \( y \) to the equation \( dF(b)(y - b) = 0 \). If the rank of \( dF(b) \) is less than \( q - p \), then the set of solutions to this equation contains the tangent space to \( S \) at \( b \) as a proper subset.

**Example 9.4.12.** If \( f(x, y, z) = x^2 + y^2 - z^2 \) and \( S = \{(x, y, z) : f(x, y, z) = 0\} \), show that at every point \((a, b, c)\) on \( S \), except at the origin, \( S \) is a smoothly parameterized 2-surface with tangent space defined in terms of the kernel of \( df \).
as in the previous theorem. Give the resulting equation for the tangent space. Then show that all of this fails at the origin.

**Solution:** The surface $S$ is the same as the parameterized surface of Example 9.4.8 and Figure 9.2. By that example, $S$ is a smoothly parameterized 2 surface near each such point except the origin. At $(a,b,c) \neq (0,0,0)$, $df$ is $(2a, 2b, 2c)$. This has rank $1 = 3 - 2$. Therefore, by the previous theorem, $S$ has a tangent space given by

$$2a(x - a) + 2b(y - b) + 2c(z - c) = 0.$$ 

At $0$ $dF$ is the $0$ matrix. Hence, the kernel of $dF(0)$ is all of $\mathbb{R}^3$. Since $S$ is the cone of Example 9.4.8, it is a 2 dimensional surface and it does not seem reasonable for it to have a 3-dimensional tangent space at a point. The problem is that $S$ is not a smoothly parameterized surface in a neighborhood of the origin and, hence, does not have a tangent space in the sense we are using the term in this text.

When can a level set of a function like $F : U \rightarrow \mathbb{R}^d$, above, be represented as a smoothly parameterized $p$-surface where $q - p$ is the rank of $dF(b)$? That is the subject of the implicit function theorem discussed in the last section of this chapter. At this point, it is not clear that a level set of a smooth function such as $F$ has a smooth parameterization near any of its points.

For some level sets the construction of a smooth parameterization of the right dimension is easy. This is true of a level set which arises as the graph of a function, as the next example shows.

**Example 9.4.13.** Show that if $g$ is a smooth real valued function defined on $\mathbb{R}^2$, then each level set of the function $f : \mathbb{R}^3 \rightarrow \mathbb{R}$ defined by $f(x, y, z) = z - g(x, y)$ may be represented as a parameterized 2-surface.

**Solution:** Choose $G(x, y) = (x, y, g(x, y) + c)$. This is a smooth function of two variables with a differential of rank 2 at each point and image equal to the level set $S = \{(x, y, z) : f(x, y, z) = c\}$.

**Exercise Set 9.4**

1. If $f(x, y, z) = x \sin z + y \cos z$ at each $(x, y, z) \in \mathbb{R}^3$, then find the gradient $df$ of $f$ at any point $(x, y, z)$. What is $df(1, 2, \pi/4)$?

2. For the function $f(x, y) = x^2 + y^3 + xy$, find the gradient at the point $(1, 1)$, the direction of greatest ascent of $f$ at this point, and a direction in which the rate of increase of this function is 0 (the answers to the last two questions should be unit vectors).

3. Find a parametric equation for the tangent line to the curve

$$\gamma(t) = (t^3, 1/t, e^{2t-2})$$

at the point where $t = 1$. 
4. For the curve \( γ \) of Example 9.4.6, find a parametric equation of the tangent line to this curve at \((0, 0)\) if the domain of \( γ(t) \) is \( \{ t : \pi < t < 2\pi \} \).

5. Prove Theorem 9.4.4

6. Show that the gradient at \( x \in \mathbb{R}^p \) of the function \( g(x) = x \cdot x \) is the vector \( 2x \).

7. Let \( γ : \mathbb{R} \to \mathbb{R}^p \) be a curve which passes through the origin in \( \mathbb{R}^p \) at a point where its velocity vector is non-zero (that is, assume \( γ(t_0) = 0 \) and \( γ'(t_0) \neq 0 \) at some point \( t_0 \in \mathbb{R} \)). Prove that there is an interval \( I \) centered at \( t_0 \) such that \( ||γ(t)|| \) is decreasing for \( t < t_0 \) and increasing for \( t > t_0 \). Hint: \( ||γ|| \) is increasing (decreasing) wherever \( ||γ||^2 = γ \cdot γ \) is increasing (decreasing).

8. Find the tangent space at \((2, 4, 1)\) for the parameterized surface in \( \mathbb{R}^3 \) parameterized by the function \( G : U \to \mathbb{R}^3 \), where
\[
U = \{ (u, v) \in \mathbb{R}^2 : x > 0, y > 0 \} \quad \text{and} \quad G(u, v) = (uv, u^2, v^2).
\]

9. If a surface in \( \mathbb{R}^3 \) is defined by the equation \( z = g(x, y) \), where \( g \) is a differentiable function of \((x, y)\) in an open set \( U \), find the equation for the tangent plane to this surface at a point \((a, b, c)\) on the surface.

10. Find an equation for the tangent plane to the surface \( z = x^2 \sin y + 2x \) at the point \((1, 0, 2)\). Also find parametric equations for a line which passes through this point and is perpendicular to the tangent plane.

11. Find the equation for the tangent plane to the cone \( z = x^2 + y^2 \) at the point \((1, 2, 5)\).

12. Show that for each point \((a, b, c)\) on the surface \( x^2 + y^2 + z^2 = 1 \), there is a neighborhood of \((a, b, c)\) in which the surface may be represented as a smoothly parameterized 2-surface. Hence, there is a tangent plane to this surface at every point.

13. Find an equation for the tangent plane to the surface of the previous problem at each point \((a, b, c)\) on the surface.

14. Find an equation for the tangent plane to the surface \( x^2 + y^2 - z^2 = 1 \) at each point \((a, b, c)\) on the surface.

### 9.5 Taylor’s Formula

In this section we discuss Taylor’s formula in several variables and some of its applications.
CHAPTER 9. DIFFERENTIATION IN SEVERAL VARIABLES

The Formula

If \( a \) and \( x \) are points of \( \mathbb{R}^p \), then a parameterized line passing through \( a \) and \( x \) is given by

\[ \gamma(t) = a + t(x - a) \]

Note \( \gamma(0) = a \) and \( \gamma(1) = x \). The line segment joining \( a \) to \( x \) is the closed interval \([a, x]\) on this line defined by

\[ [a, x] = \{ a + t(x - a) : t \in [0, 1] \} \]

Let \( f \) be a real valued function defined on an open subset \( U \subset \mathbb{R}^p \) and suppose that all partial derivatives of \( f \) through degree \( n \) exist on \( U \) and are themselves differentiable on \( U \). If \( a, x \in U \) and the line segment joining \( a \) to \( x \) is contained in \( U \), then we set \( h = x - a \) and define a function \( g \) on an open interval \( I \) containing \([0, 1]\) by

\[ g(t) = f(a + th) \]

The function \( g \) is \( n + 1 \) times differentiable on \( I \) (by the chain rule) and so \( g \) satisfies Taylor’s formula (Theorem 6.5.3):

\[ g(t) = g(0) + g'(0)t + \frac{g''(0)}{2}t^2 + \cdots + \frac{g^{(n)}(0)}{n!}t^n + R_n(t), \quad (9.5.1) \]

Where

\[ R_n(t) = \frac{g^{(n+1)}(s)}{(n+1)!}t^{n+1} \quad (9.5.2) \]

for some \( s \) between 0 and \( t \).

Since \( g(1) = f(a + h) \), to get a formula for \( f(a + h) \) we need only set \( t = 1 \) in the above formula and then find expressions for the functions \( g^k(0) \) and \( g^{(n)}(c) \) in terms of \( f \) and its derivatives. This is not difficult for the first few terms:

\[ g(0) = f(a) \]

\[ g'(0) = df(a)h = \sum_{j=1}^{p} \frac{\partial f}{\partial x_j}(a)h_j \quad (9.5.3) \]

\[ g''(0) = h \cdot d^2f(a)h = \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{\partial^2 f}{\partial x_i \partial x_j}(a)h_ih_j \]

Here we have used \( d^2f(a) \) to stand for the matrix

\[ \left( \frac{\partial^2 f}{\partial x_i \partial x_j}(a) \right)_{ij} \]

If we apply this matrix to \( h \), the result is a vector of length \( p \) and we may take the inner product of \( h \) with this vector. The result is the formula for \( g''(0) \) in (9.5.3).
The $k$th derivative of $g$ at 0 is
\[ g^{(k)}(0) = \sum_{i_1=1}^{p} \cdots \sum_{i_k=1}^{p} \frac{\partial^k f}{\partial x_{i_1} \cdots \partial x_{i_k}}(a) h_{i_1} \cdots h_{i_k}. \] (9.5.4)

We may think of this as a $k$ dimensional array (a tensor of rank $k$)
\[ d^k f(a) = \left( \frac{\partial^k f}{\partial x_{i_1} \cdots \partial x_{i_k}}(a) \right), \]
applied $k$ times to the vector $h$. Here applying a tensor of rank $k$ to a vector $h$ yields a tensor of rank $k - 1$ in the same way applying a matrix (tensor of rank 2) to a vector produces a vector (a tensor of rank 1). Thus, applying the tensor $d^k f(a)$ to the vector $h$ produces the tensor of rank $k - 1$:
\[ d^k f(a) h = \left( \sum_{i_1=1}^{p} \cdots \sum_{i_k=1}^{p} \frac{\partial^k f}{\partial x_{i_1} \cdots \partial x_{i_k}}(a) h_{i_1} \cdots h_{i_k} \right). \]

This has rank $k - 1$ because we have summed over the index $i_k$, and so the result is no longer a function of this index. If we repeat this $k$ times, we obtain the number (tensor of rank 0) of (9.5.4). This is the result of applying $d^k f(a) h^k$.

If we use this notation for the derivatives of $g$ in (9.5.1) and (9.5.2) the result is:
\[ f(a + h) = f(a) + d f(a) h + \frac{1}{2} d^2 f(a) h^2 + \cdots + \frac{1}{n!} d^n f(a) h^n + R_n, \] (9.5.5)
where
\[ R_n = \frac{1}{(n + 1)!} d^{n+1} f(c) h^{n+1}, \] (9.5.6)
for some point $c$ on the line segment joining $a$ to $a + h$. This is Taylor’s formula in several variables. Expressed in terms of the variable $x = a + h$ (so that $h = x - a$), this becomes the formula of the following theorem.

**Theorem 9.5.1.** Let $f$ be a real valued function defined on an open set $U \subset \mathbb{R}^p$ and suppose all partial derivatives of $f$ through degree $n$ exist and are differentiable on $U$. If $a, x \in U$ and $U$ contains the line segment $[a, x]$, then
\[ f(x) = f(a) + d f(a) (x - a) + \frac{1}{2} d^2 f(a) (x - a)^2 + \cdots + \frac{1}{n!} d^n f(a) (x - a)^n + R_n, \]
where
\[ R_n = \frac{1}{(n + 1)!} d^{n+1} f(c) (x - a)^{n+1}, \]
for some point $c$ on the line segment $[a, x]$. 
Example 9.5.2. Find the degree $n = 2$ Taylor’s formula for $f(x, y) = \ln(x + y)$ at the point $a = (0, 1)$.

Solution: We will need expressions for all partial derivatives of $f$ through degree 3. However, these are easy to calculate because each $n$th order partial derivative of $f$ is just the $n$th derivative of $\ln$ evaluated at $x + y$. Thus, $f(0, 1) = 0$, all first order partial derivatives of $f$ are $(x + y)^{-1}$, which is 1 at $(0, 1)$. The second degree partial derivatives are all equal to $-(x + y)^{-2}$, which is $-1$ at $(x, y) = (0, 1)$. Each third degree partial derivative is $2(x + y)^{-3}$. Thus, the degree 2 Taylor formula for $f$ is

$$\ln(x + y) = (1, 1) \left( \begin{array}{c} x \\ y-1 \end{array} \right) - \frac{1}{2} (x, y - 1) \cdot \left( \begin{array}{c} 1 \\ 1 \\ 1 \\ y-1 \end{array} \right) + R_2$$

$$= x + y - 1 - \frac{1}{2} (x + y - 1)^2 + R_2,$$

where

$$R_2 = \frac{1}{3c^3} (x + y - 1)^3,$$

for some $c$ between 1 and $x + y$. Here the expression in parentheses is the result of applying the rank three tensor which is 1 in every entry three times to the vector $(x, y - 1)$. The result is $(x + y - 1)^3$.

The Mean Value Theorem

The mean value theorem for a real valued function on an open subset of $\mathbb{R}^p$ is a special case of Taylor’s formula. In fact, if we apply Theorem 9.5.1 in the case $n = 0$, it yields:

$$f(x) = f(a) + R_0,$$

where

$$R_0 = df(c)(x - a)$$

for some $c$ on the line segment joining $a$ to $x$. Thus, we have proved,

**Theorem 9.5.3.** If $f$ is a differentiable real valued function on $B_r(a) \subset \mathbb{R}^p$, then for $x \in B_r(a)$ we have

$$f(x) - f(a) = df(c)(x - a)$$

for some point $c$ on the line segment joining $a$ to $x$.

As is the case for functions of one variable, the several variable mean value theorem has a host of applications. We point out two of these in the following corollaries, the proofs of which are left to the exercises.

**Definition 9.5.4.** A subset $A \subset \mathbb{R}^p$ is said to be convex if, for each pair of points $x, y \in A$, the line segment $[x, y]$ is also contained in $A$. 
9.5. TAYLOR’S FORMULA

\[ g(t) = f(a + tu) \]

at 0 is the directional derivative \( u \) and, hence,

\[ df \mid \left( U, \mathbb{R}^p \right) \]

\[ \subseteq \mathbb{R}^p \]

Figure 9.3: Convex and Nonconvex Sets

Figure 9.3 illustrates examples of a convex set and a set which is not convex.

**Corollary 9.5.5.** Suppose \( U \) is an open convex set and \( f \) is a differentiable real valued function on \( U \). If there is a number \( M > 0 \) such that \( ||df(x)|| \leq M \) for all \( x \in U \), then

\[ |f(x) - f(y)| \leq M||x - y|| \]

for all \( x, y \in U \).

**Corollary 9.5.6.** Let \( U \) be a connected open subset of \( \mathbb{R}^p \) and \( f \) a differentiable function on \( U \). If \( df(x) = 0 \) for all \( x \in U \), then \( f \) is a constant.

**Max and Min**

We know that if \( f \) is a real value function of one variable, defined on an interval \( I \), which has a local maximum or minimum at an interior point \( a \) of \( I \), then either \( f'(a) \) fails to exist or \( f'(a) = 0 \). We now discuss the several variable analogue of this result.

A function defined on a subset \( D \subset \mathbb{R}^p \) is said to have a local maximum at \( a \in D \) if there is a ball \( B_r(a) \), centered at \( a \), such that

\[ f(x) \leq f(a) \quad \text{for all} \quad x \in D \cap B_r(a). \]

If \( a \) is an interior point of \( D \), then \( r \) may be chosen so that \( D_r(a) \subset D \) and then this inequality holds for all \( x \in B_r(a) \). The concept of local minimum is defined in the same way, but with the inequality reversed.

**Theorem 9.5.7.** If \( f \) is a function defined on \( D \subset \mathbb{R}^n \) and if \( f \) has a local maximum or a local minimum at an interior point \( a \in D \) at which \( f \) is differentiable, then \( df(a) = 0 \).

**Proof.** Given any unit vector \( u \), the function \( g(t) = f(a + tu) \) is defined for all real numbers \( t \) in an open interval containing 0 and it has a local maximum (or minimum) at \( t = 0 \). By the chain rule, \( g \) is differentiable at 0 and its derivative at 0 is the directional derivative \( df(a) \cdot u \) of \( f \) at \( a \) in the direction \( u \). Since, the derivative of \( g \) at 0 must be 0, we conclude that \( df(a) \cdot u = 0 \) for all unit vectors \( u \) and, hence, \( df(a) = 0 \).
This theorem does not tell us that a function must have a local max or min at a point where \( df \) is 0. However, for functions of one variable, the second derivative test does give conditions that ensure that a local max or a local min occurs at \( a \).

The second derivative test for functions of one variable says that if \( f \) is a real valued function on an interval \( I \), then \( f \) has a local maximum at \( a \) if \( f'(a) = 0 \) and \( f''(a) < 0 \). It has a local minimum at \( a \) if \( f'(a) = 0 \) and \( f''(a) > 0 \). The analogue of this in several variables will be presented below, but it requires the concept of a positive definite matrix.

**Definition 9.5.8.** A \( p \times p \) matrix \( A \) is said to be positive definite if \( h \cdot Ah > 0 \) for every non-zero vector \( h \in \mathbb{R}^p \). It is negative definite if \( h \cdot Ah < 0 \) for every non-zero vector \( h \in \mathbb{R}^p \).

Note that, in checking to see if a matrix is positive definite, we only need to check that \( u \cdot Au > 0 \) for every unit vector \( u \) in \( \mathbb{R}^p \). This is because, if \( h \) is any non-zero vector, then \( u = h/||h|| \) is a unit vector and \( h \cdot Ah = ||h||^2u \cdot Au \), which is positive if and only if \( u \cdot Au \) is positive.

It turns out that if a matrix is positive definite, then all nearby matrices are also positive definite. We will prove this using the concept of operator norm for a matrix (Definition 8.4.9). Recall that \( ||Ax|| \leq ||A|| ||x|| \) if \( x \) is a vector in \( \mathbb{R}^p \), \( A \) is a \( p \times p \) matrix, and \( ||A|| \) is the operator norm of \( A \).

**Lemma 9.5.9.** If \( A \) is a positive definite \( p \times p \) matrix, then there is a positive number \( m \) such that if \( B \) is any \( p \times p \) matrix with \( ||B - A|| < m/2 \), then \( u \cdot Bu \geq m/2 \) for all unit vectors \( u \in \mathbb{R}^p \) and, hence, \( B \) is also positive definite.

**Proof.** The set of all unit vectors \( u \) is a closed bounded subset of \( \mathbb{R}^p \). It is, therefore, compact. The function \( g(u) = u \cdot Au \) is a continuous real valued function on this set and, hence, by Corollary 8.2.5, it takes on a minimum value \( m \). Since \( u \cdot Au > 0 \) for all such \( u \), we conclude that \( m > 0 \). Now it follows from the Cauchy-Schwarz inequality that

\[
u \cdot (A - B)u \leq ||u|| ||(A - B)u|| \leq ||u||^2 ||A - B|| = ||A - B||.
\]

This implies

\[
u \cdot Bu = u \cdot Au - u \cdot (A - B))u \geq m - ||A - B|| \quad (9.5.7)
\]

for all unit vectors \( u \). Hence, if \( ||A - B|| < m/2 \), then \( u \cdot Bu > m/2 \) for all unit vectors \( u \), which implies that \( B \) is positive definite.

**Theorem 9.5.10.** Let \( f \) be a real valued function defined on a neighborhood of \( a \in \mathbb{R}^p \). Suppose the second order partial derivatives of \( f \) exist in this neighborhood and are continuous at \( a \). If \( df(a) = 0 \) and \( d^2 f(a) \) is positive definite, then \( f \) has a local minimum at \( a \). If \( df(a) = 0 \) and \( d^2 f(a) \) is negative definite, then \( f \) has a local maximum at \( a \).
Proof. We use Taylor’s formula with \( n = 1 \). Since, \( df(a) = 0 \), it tells us that there is an \( r > 0 \) such that, for each \( h \in B_r(0) \),
\[
    f(a + h) = f(a) + h \cdot d^2 f(c) h, \tag{9.5.8}
\]
for some \( c \) on the line segment joining \( a \) to \( a + h \).

Assume \( d^2 f(a) \) is positive definite. By the previous lemma, there is an \( m > 0 \) such that if
\[
    ||d^2 f(a) - d^2 f(c)|| < m/2, \tag{9.5.9}
\]
then \( d^2 f(c) \) is also positive definite.

Since the second order partial derivatives of \( f \) are continuous at \( a \) and since ||\( c - a || \leq ||h|| \), it follows from Theorem 8.4.11 that we can ensure (9.5.9) holds by choosing \( ||h|| \) sufficiently small. Hence, there is an \( \delta > 0 \), with \( \delta \leq r \), such that \( ||h|| < \delta \) implies that \( d^2 f(c) \) is positive definite for all \( c \) on the line segment joining \( a \) to \( h \). By 9.5.8, this implies that \( f(a + h) > f(a) \). Thus, \( f \) has a local minimum at \( a \) in this case.

The case where \( d^2 f(a) \) is negative definite follows from the above by simply applying the above result to \( -f \).

Max/Min for Functions of 2 Variables

Let \( f \) be a function of 2 variables with second order partial derivatives which are defined in a neighborhood of \( (x_0, y_0) \in \mathbb{R}^2 \) and continuous at this point. The matrix \( d^2 f \) has the form
\[
    \begin{pmatrix}
    \frac{\partial^2 f}{\partial x^2} & \frac{\partial^2 f}{\partial x \partial y} \\
    \frac{\partial^2 f}{\partial y \partial x} & \frac{\partial^2 f}{\partial y^2}
    \end{pmatrix}.
\]

Since the second order partial derivatives are continuous at \( (x_0, y_0) \), the cross partials are equal and so this matrix is symmetric (meaning it is its own transpose) at \( (x_0, y_0) \). There is a simple criteria for a symmetric \( 2 \times 2 \) matrix to be positive definite. This is described in the next theorem, the proof of which is left to the exercises.

**Theorem 9.5.11.** Let \( A = \begin{pmatrix} a & b \\ b & c \end{pmatrix} \) be a symmetric \( 2 \times 2 \) matrix and let \( \Delta = ac - b^2 \) be its determinant. Then

(a) \( A \) is positive definite if and only if \( \Delta > 0 \) and \( a > 0 \);

(b) \( A \) is negative definite if and only if \( \Delta > 0 \) and \( a < 0 \);

(c) if \( \Delta < 0 \), then there are vectors \( u, v \in \mathbb{R}^2 \) with \( u \cdot Au > 0 \) and \( v \cdot Av < 0 \).

For a function \( f \) on \( \mathbb{R}^2 \), a point where the expression \( u \cdot d^2 f(a) u \) is positive for some unit vectors \( u \) and negative for others is called a saddle point. At such
a point, there will exist lines through \( a \) along which \( f \) has a local maximum at \( a \) and other lines through \( a \) along which \( f \) has a local maximum at \( a \).

The previous theorem has the following corollary, the proof of which is also left to the exercises.

**Corollary 9.5.12.** Let \( f \) be a function of 2 variables with second order partial derivatives which are defined in a neighborhood of \( (x_0, y_0) \in \mathbb{R}^2 \) and continuous at this point. Let 
\[
\Delta = \frac{\partial^2 f}{\partial x^2} \frac{\partial^2 f}{\partial y^2} - \left( \frac{\partial^2 f}{\partial x \partial y} \right)^2 \text{ evaluated at } (x_0, y_0).
\]

(a) \( f \) has a local minimum at \( (x_0, y_0) \) if \( \Delta > 0 \) and \( \frac{\partial^2 f}{\partial x^2} > 0 \) at \( (x_0, y_0) \);

(b) \( f \) has a local maximum at \( (x_0, y_0) \) if \( \Delta > 0 \) and \( \frac{\partial^2 f}{\partial x^2} < 0 \) at \( (x_0, y_0) \);

(c) if \( \Delta < 0 \), then \( f \) has a saddle point at \( x_0, y_0 \).

**Example 9.5.13.** Find all points where the function \( f(x, y) = x^2 + xy + y^2 - 2x - 4y + 1 \) has a local maximum and all points where it has a local minimum.

**Solution:** We have 
\[
df(x, y) = (2x + y - 2, x + 2y - 4).
\]

Thus, the only point at which \( df(x, y) = 0 \) is the point \( a = (0, 2) \). This is the only possible point at which a local max or min can occur. The second differential \( d^2 f(x, y) \) is the constant matrix
\[
d^2 f(x, y) = \begin{pmatrix} 2 & 1 \\ 1 & 2 \end{pmatrix}.
\]

This has determinant \( \Delta = 3 \). By the previous corollary, we conclude that \( (0, 2) \) is a point at which a local minimum occurs and there is no local maximum.

**Example 9.5.14.** Find all points where the function
\[
f(x, y) = x^2 + 3xy + y^2 - x - 4y + 5
\]

has a local maximum, minimum, or saddle.
Solution: We have 
\[ df(x, y) = (2x + 3y - 1, 3x + 2y - 4). \]
Thus, the only point at which \( df(x, y) = 0 \) is the point \( a = (2, -1) \). This is the only possible point at which a local max or min can occur. The second differential \( d^2 f(x, y) \) is the constant matrix 
\[ d^2 f(x, y) = \begin{pmatrix} 2 & 3 \\ 3 & 2 \end{pmatrix}. \]
This has determinant \( \Delta = -5 \). Thus, \( (2, -1) \) is a saddle point for \( f \).

Exercise Set 9.5
1. Find the degree \( n = 2 \) Taylor’s formula for \( f(x, y) = x^2 + xy \) at the point \( a = (1, 2) \).
2. Find the degree \( n = 2 \) Taylor’s formula for \( f(x, y) = e^{xy} \) at the point \( a = (0, 0) \).
3. Suppose \( a \in \mathbb{R}^p \) and \( f \) is a real valued function whose second order partial derivatives all exist and are continuous on \( B_r(a) \). Also, suppose that the operator norm \( ||d^2 f(x)|| \) of the matrix \( d^2 f(x) \) is bounded by \( M \) on \( B_r(a) \).
Prove that 
\[ |f(x) - f(a) - df(a)(x - a)| \leq M||x - a||^2 \]
for all \( x \in B_r(a) \).
4. Prove Corollary 9.5.5.
5. Prove Corollary 9.5.6.
6. Show that the following form of the mean value theorem is not true: If \( F : \mathbb{R}^2 \to \mathbb{R}^2 \) is a differentiable function and \( a, b \in \mathbb{R}^2 \), then there is a \( c \) on the line segment joining \( a \) to \( b \) such that \( F(b) - F(a) = dF(c)(b - a) \).
The problem here is that \( F \) is vector valued, not real valued.
7. Show that the following version of the mean value theorem for vector valued functions is true: If \( U \) is an open set in \( \mathbb{R}^n \) containing the line segment joining \( a \) to \( b \) and if \( F : U \to \mathbb{R}^q \) is a differentiable function on \( U \), then, for each vector \( u \in \mathbb{R}^q \), there is a point \( c \) on the line segment joining \( a \) to \( b \) such that 
\[ u \cdot (F(b) - F(a)) = u \cdot dF(c)(b - a). \]
8. Find all points of relative maximum and relative minimum and all saddle points for 
\[ f(x, y) = 1 - 2x^2 - 2xy - y^2. \]
9. Find all points of relative maximum and relative minimum and all saddle points for 
\[ f(x, y) = y^3 + y^2 + x^2 - 2xy - 3y. \]
10. Prove Theorem 9.5.11.


12. Show that it is possible for a function to have a relative minimum or maximum or a saddle at a point where both $df$ and $d^2f$ are 0.

### 9.6 The Inverse Function Theorem

If $f$ is a real valued function of one variable which is $C^1$ on an open interval containing $a$ and if $f'(a) \neq 0$, then $f'(a)$ is either positive or negative. Because $f'$ is continuous, $f'(x)$ will have the same sign as $f'(a)$ for all $x$ in some neighborhood of $a$. This implies that $f$ is strictly monotone in a neighborhood of $a$ and, hence, has an inverse function. This inverse function is differentiable at $b = f(a)$ and $(f^{-1})'(b) = \frac{1}{f'(a)}$ (Theorem 4.2.9). In this section we will prove an analogous result for a vector valued function $F$ of several variables.

The condition that $f'(a) \neq 0$ is replaced in several variables by the condition that $dF(a)$ is a non-singular matrix (a matrix for which there is an inverse matrix). The conclusion that $f$ is strictly monotone in some open interval containing $a$ is replaced by the conclusion that $F$ is a one to one function in some neighborhood of $a$ in $\mathbb{R}^p$. Showing that this follows from the assumption that $dF(a)$ is non-singular is our first task.

In what follows (until the proof of the inverse function theorem is complete), $U$ will be an open subset of $\mathbb{R}^p$, $F: U \to \mathbb{R}^p$ a smooth (that is, $C^1$) function on $U$, and $a \in U$ a point at which $F$ has a non-singular differential $dF(a)$. Under these conditions, we will prove that $F$ has a smooth local inverse at $a$ in the sense of the following definition:

A function $F: V \to W$ is one to one on $V$ if $x = y$ whenever $x, y \in V$ and $F(x) = F(y)$. It is onto $W$ if every $u \in W$ is $F(x)$ for some $x \in V$.

**Definition 9.6.1.** With $F$ as above, we will say that $F$ has a smooth local inverse at $a$ if there are neighborhoods $V$ of $a$ and $W$ of $F(a)$ such that $F$ is a one to one function from $V$ onto $W$ and the function $F^{-1}: W \to V$, defined by $F^{-1}(u) = x$ if $F(x) = u$, is smooth on $W$.

**$F$ is One to One on a Neighborhood of $a$**

The next theorem shows that our function $F$ is necessarily one to one on some open ball centered at $a$. In fact, it shows much more.

**Theorem 9.6.2.** Under the conditions imposed above on $F$, there is an open ball $B_r(a)$, centered at $a$, and a positive number $M$ such that:

(a) the matrix $dF(x)$ is non-singular for all $x \in B_r(a)$;

(b) $||x - y|| \leq M||F(x) - F(y)||$ for all $x, y \in B_r(a)$,
(c) the function $F$ is one to one on $B_r(a)$.

Proof. Let $B$ be an inverse matrix for $dF(a)$. Then $d(BF)(a) = BdF(a) = I$, where $I$ is the $p \times p$ identity matrix (Exercise 9.3.1).

Let $G(x) = BF(x)$. Note that $dG(a) = I$, which is positive definite (since $u \cdot Iv = ||u||^2 = 1$ for every unit vector $u \in \mathbb{R}^p$). Hence, by Lemma 9.5.9, there is an $m > 0$ such that $dG(x)$ is also positive definite and, in fact,

$$m/2 \leq u \cdot dG(x)u \quad \text{whenever} \quad ||dG(x) - dG(a)|| < m/2$$

and $u$ is a unit vector in $\mathbb{R}^p$.

The partial derivatives of the coordinate functions of $F$ are all continuous and so the same thing is true of $G$. If follows from Theorem 8.4.11 that, given $m > 0$, there is an $r$ such that $B_r(a) \subset U$ and

$$||dG(x) - dG(a)|| < m/2 \quad \text{whenever} \quad ||x - a|| < r.$$ 

Thus,

$$u \cdot dG(x)u \geq m/2 \quad \tag{9.6.1}$$

for all $x \in B_r(a)$ and all unit vectors $u \in \mathbb{R}^p$. In particular, $dG(x)$ is positive definite and, hence, non-singular, for all $x \in B_r(a)$. Since $dF(x) = B^{-1}dG(x)$, this matrix is also non-singular for all $x \in B_r(a)$. This proves part (a).

Given two distinct points $x, y \in B_r(a)$, we set $k = ||y - x|| \neq 0$ and $u = (y - x)/k$. Then $u$ is a unit vector and the function $\phi$, defined by,

$$\phi(t) = u \cdot G(x + tu).$$

is a real valued differentiable function on an open interval containing $[0, k]$.

By the mean value theorem, there is an $s \in [0, k]$ at which

$$k\phi'(s) = \phi(k) - \phi(0).$$

By the chain rule, $k\phi'(s) = ku \cdot dG(x + su)u$ and $\phi(k) - \phi(0) = u \cdot (G(y) - G(x))$. Thus,

$$ku \cdot dG(c)u = u \cdot (G(y) - G(x)),$$

where $c = x + su$. Then, by (9.6.1),

$$mk/2 \leq ku \cdot dG(c)u = u \cdot (G(y) - G(x))$$

$$\leq ||u|| ||G(y) - G(x)|| \leq ||B|| ||F(y) - F(x)||, \quad \tag{9.6.2}$$

which, since $k = ||y - x||$, implies

$$||y - x|| \leq \frac{2||B||}{m}||F(x) - F(y)||.$$

This concludes the proof of part (b) if we set $M = 2||B||/m$.

Part (c) – that $F$ is one to one on $B_r(a)$ – follows immediately from part (b) which shows that, for $x, y \in B_r(a)$, $x = y$ whenever $F(x) = F(y)$. 

\[\square\]
The Image of $F$ Covers a Neighborhood of $F(a)$

**Theorem 9.6.3.** With $F$, $a$, and $B_r(a)$ as in the previous theorem, and with $b = F(a)$, there is a $\delta > 0$ such that $B_\delta(b) \subset F(B_r(a))$.

**Proof.** Let $r_1$ be a positive number less than $r$, then part (b) of the previous theorem implies that there is a positive number $M$ such that

$$||x - y|| \leq M||F(x) - F(y)|| \text{ for all } x, y \in \overline{B}_{r_1}(a).$$

Since $b = F(a)$, this implies, in particular, that

$$||F(x) - b|| \geq \frac{r_1}{M} \text{ if } ||x - a|| = r_1. \quad (9.6.3)$$

We set $\delta = \frac{r_1}{2M}$ and let $u$ be any element of $B_\delta(b)$.

$$g(x) = ||F(x) - u|| \text{ for } x \in \overline{B}_{r_1}(a),$$

then our objective is to show that $g(x) = 0$ for some $x$ in this ball.

We will first show that $g$ takes its minimum value at an interior point of $\overline{B}_{r_1}(a)$. It does take on a minimum value, since $g$ is a continuous function on the compact set $\overline{B}_{r_1}(a)$ (Corollary 8.2.5).

Now $u \in B_\delta(b)$ means $||b - u|| < \frac{r_1}{2M}$, which, by (9.6.3), implies

$$g(x) = ||F(x) - u|| \geq ||F(x) - b|| - ||b - u|| \geq \frac{r_1}{2M} = \delta$$

if $||x - a|| = r_1$.

Since $g(a) = ||F(a) - u|| = ||b - u|| < \delta$, the function $g(x)$ does not achieve its minimum value on the boundary of $\overline{B}_{r_1}(a)$. Hence, it must achieve its minimum value at a point in the open ball $B_{r_1}(a)$. Then $g^2(x) = (F(x) - u) \cdot (F(x) - u)$ has a local minimum at this point and, hence, its differential vanishes at the point, by Theorem 9.5.7. By Theorem 9.3.5, its differential is $2(F(x) - u)dF(x)$. This expression vanishes at $x$ if and only if $F(x) - u$ is orthogonal to all the columns of $dF(x)$. Since $dF(x)$ is non-singular, by Theorem 9.6.2 part (a), this can happen only if $F(x) - u = 0$. Hence, we have shown that each $u \in B_\delta(b)$ is the image under $F$ of some $x \in B_r(a)$, as required. $\square$

The Inverse Function Theorem

We are now prepared to complete the proof of the inverse function theorem.

**Theorem 9.6.4.** If $U$ is an open subset of $\mathbb{R}^p$, $a \in U$, $F : U \to \mathbb{R}^p$ is a smooth function on $U$, and $dF(a)$ non-singular, then $F$ has a smooth inverse function $F^{-1}$ at $a$ and, for $u = F(x)$ in the domain of $F^{-1}$,

$$dF^{-1}(u) = (dF(x))^{-1} = (dF(F^{-1}(u)))^{-1} \quad (9.6.4)$$
9.6. THE INVERSE FUNCTION THEOREM

Proof. With $r$ and $\delta$ as in the previous theorem, the function $F$ is one to one on $B_r(a)$ and the image of this set contains $B_\delta(b)$. We set $W = B_\delta(b)$ and $V = F^{-1}(W) \cap B_r(a)$. Then $F : V \rightarrow W$ is one to one and onto and, hence, it has an inverse function $F^{-1} : W \rightarrow V$ defined by the condition that $F^{-1}(u) = x$ for $u \in W$ if and only if $x \in V$ and $F(x) = u$. It remains to prove that $F^{-1}$ is a smooth function on $W$ and that its differential is as claimed.

By the choice of $r$, the inequality in part (b) of Theorem 9.6.2 holds for all $x, y \in B_r(a)$ and, hence, for all $x, y \in V$. If $u$ and $v$ are points of $W$ and we set $x = F^{-1}(u)$ and $y = F^{-1}(v)$, then $x, y \in V$ and this inequality says that

$$||F^{-1}(v) - F^{-1}(u)|| = ||y - x|| \leq M||v - u||.$$  

This implies that $F^{-1}$ is continuous, in fact, uniformly continuous, on $W$. We calculate the differential of $F^{-1}$ at $u \in W$ as follows:

The fact that $F$ is differentiable at $x$ means that if we set

$$\epsilon(y) = F(y) - F(x) - dF(x)(y - x),$$  

then

$$\lim_{y \to x} \frac{\epsilon(y)}{||y - x||} = 0.$$  

By part (a) of Theorem 9.6.2, $dF(x)$ has an inverse matrix if $x \in B_r(a)$. If we apply this inverse matrix $(dF(x))^{-1}$ to both sides of (9.6.5) and use $x = F^{-1}(u)$, $y = F^{-1}(v)$, the result is

$$dF(x)^{-1} \epsilon(y) = (dF(x))^{-1}(v - u) - (F^{-1}(v) - F^{-1}(u)),$$

or

$$F^{-1}(v) - F^{-1}(u) - dF(x)^{-1}(v - u) = -dF(x)^{-1} \epsilon(y).$$

If we set $K = ||(dF(x))^{-1}||$, then

$$\frac{||F^{-1}(v) - F^{-1}(u) - (dF(x))^{-1}(v - u)||}{||v - u||} \leq K||\epsilon(y)|| \leq KM||\epsilon(y)||.$$

Since $F^{-1}$ is continuous at $u$, $y = F^{-1}(v)$ approaches $x = F^{-1}(v)$ as $v$ approaches $u$, and the right side of the above inequality approaches 0. By definition, this means that $F^{-1}$ is differentiable at $u$ and

$$dF^{-1}(u) = (dF(x))^{-1} = (dF(F^{-1}(u)))^{-1}.$$  

The partial derivatives of the coordinate functions of $F^{-1}$ are the entries of its differential matrix $dF^{-1}$, which we just concluded is given by (9.6.4). Since, $F^{-1}$ is continuous on $W$, the entries of $dF(x)$ (the partial derivatives of the coordinate functions of $F$) are continuous on $V$, and the determinant of $dF(x)$ is continuous and non-vanishing on $V$, we conclude that the partial derivatives of the coordinate functions of $F^{-1}$ are continuous on $W$. This means that $F^{-1}$ is $C^1$, as claimed. This completes the proof.\[\square\]
Note that, although, when the above theorem applies, we say $F$ has a smooth local inverse at $a$, this really means that good things are happening throughout a neighborhood $V$ of $a$ and a neighborhood $W$ of $F(a)$. The function $F$ is one to one and onto from $V$ onto $W$ and the inverse function $F^{-1}$ is a smooth one to one function from $W$ onto $V$.

**Example 9.6.5.** Find all points $(r, \theta) \in \mathbb{R}^2$ such that the polar change of coordinates function

$$F(r, \theta) = (r \cos \theta, r \sin \theta)$$

has a smooth local inverse at $a$. Find the inverse and its differential at one such point

**Solution:** The differential of $F$ is

$$dF(r, \theta) = \begin{pmatrix} \cos \theta & -r \sin \theta \\ \sin \theta & r \cos \theta \end{pmatrix}.$$

The determinant of this matrix is $r$, and so $dF$ is non-singular everywhere except at $r = 0$. By the previous theorem, this implies that $F$ has a smooth local inverse at each $a = (r, \theta)$ with $r \neq 0$.

If we choose the point $a = (1, 0)$, then $F(a) = (1, 0)$. If $V$ is the neighborhood of $a$ defined by

$$V = \{(r, \theta) : r > 0, -\pi/2 < \theta < \pi/2\},$$

and $W$ is the neighborhood of $b = F(a)$ defined by

$$W = \{(x, y) : x > 0\},$$

then

$$F^{-1}(x, y) = \left( \sqrt{x^2 + y^2}, \tan^{-1}(y/x) \right)$$

defines the inverse function $F^{-1} : W \to V$.

The inverse matrix $(dF(r, \theta))^{-1}$ of the differential matrix $dF(r, \theta)$ of $F$ is

$$\begin{pmatrix} \cos \theta & \sin \theta \\ -r^{-1} \sin \theta & r^{-1} \cos \theta \end{pmatrix}.$$

If we apply the previous theorem and express $r$ and $\theta$ in terms of $x$ and $y$, this tells us

$$dF^{-1}(x, y) = \begin{pmatrix} \frac{x}{\sqrt{x^2 + y^2}} & \frac{y}{\sqrt{x^2 + y^2}} \\ -\frac{x}{x^2 + y^2} & \frac{x}{x^2 + y^2} \end{pmatrix}.$$

Note that the function $F$ of the above example is definitely not one to one on all of $\mathbb{R}^2$ or on \{$(r, \theta) \in \mathbb{R}^2 : r \neq 0$\} and so, as a function with either of these sets as domain, it does not have an inverse function. It is only when we restrict the domain of $F$ to a set like the set $V$ in the above example that it has an inverse function. What are some other sets $V$ with the property that the restriction of $F$ to the set $V$ has an inverse function? This question is left to the exercises.
Exercise Set 9.6

1. According to the inverse function theorem, at which points of \( \mathbb{R} \) does the \( \sin \) function have a smooth local inverse function? According to this theorem, what is the derivative of the inverse function when it exists?

2. At which points of \( \mathbb{R}^2 \) does the function \( F : \mathbb{R}^2 \to \mathbb{R}^2 \) defined by \( F(x, y) = (x^2 + y^2, x - y) \) have a smooth local inverse? At those points where it has one, what is the differential of the local inverse?

3. At which points of \( \mathbb{R}^3 \) does the spherical change of coordinates function 
\[
F(\rho, \theta, \phi) = (\rho \cos \theta \sin \phi, \rho \sin \theta \sin \phi, \rho \cos \phi)
\]
have a smooth local inverse? What is the differential of the local inverse at those points where it exists?

4. Show that the system of equations
\[
\begin{align*}
x &= u^4 - u + uv + v^2 \\
y &= \cos u + \sin v
\end{align*}
\]
can be solved for \((u, v)\) as a smooth function \( F \) of \((x, y)\), in some neighborhood of \((0, 0)\), in such a way that \((u, v) = (0, 0)\) when \((x, y) = (0, 1)\). What is the differential of the resulting function \( F \) at \((0, 1)\)?

5. Find a smooth local inverse function at \((1, \pi/2)\) for the function \( F \) of Example 9.6.5.

6. Find a smooth local inverse function at \((1, 2\pi)\) for the function \( F \) of Example 9.6.5. Note that this is different from the inverse function found in the example, even though the point \( b = F(a) \) is the same in both cases.

7. Show that if \( U \) is a convex open subset of \( \mathbb{R}^p \) and \( F : U \to \mathbb{R}^p \) is a \( C^1 \) function on \( U \) with a differential \( dF \) which is positive definite at every point of \( U \), then \( F \) is one to one. Hint: examine the role played by the function \( \phi \) in the proof of Theorem 9.6.2.

8. Prove that if \( U \) is an open subset of \( \mathbb{R}^p \), \( F : U \to \mathbb{R}^p \) is a \( C^1 \) function, and \( dF \) is non-singular at every point of \( U \), then \( F(U) \) is an open set.

9. Show that if \( F = (f_1, f_2) : \mathbb{R}^3 \to \mathbb{R}^2 \) is a \( C^1 \) function and \( a \) is a point of \( \mathbb{R}^3 \) at which \( dF \) has rank 2, then there is a \( C^1 \) function \( f_3 : \mathbb{R}^3 \to \mathbb{R} \) such that \( \Phi = (f_1, f_2, f_3) : \mathbb{R}^3 \to \mathbb{R}^3 \) has a \( C^1 \) inverse function at \( a \).

10. Show that the condition that \( dF(a) \) be non-singular is necessary in the inverse function theorem, by showing that if a function \( F \) from a neighborhood of \( a \) in \( \mathbb{R}^p \) to \( \mathbb{R}^p \) is differentiable at \( a \) and has an inverse function at \( a \) which is differentiable at \( F(a) \), then \( dF(a) \) is non-singular.
11. Let \( \gamma : I \rightarrow \mathbb{R}^3 \) be a smooth parameterized curve, defined on an open interval \( I \), and let \( t_0 \) be a point of \( I \) with \( \gamma'(t_0) \neq 0 \). Prove that there are neighborhoods \( U \subset I \) of \( t_0 \) and \( V \) of \( \gamma(t_0) \) and a pair \( f, g \) of \( C^1 \) functions defined in \( V \) such that the image of \( U \) under \( \gamma \) is the set of solutions in \( V \) of the system of equations \( f(x, y, z) = 0, g(x, y, z) = 0 \). Hint: show that there is a \( C^1 \) function \( F \) from a neighborhood of \((t_0, 0, 0)\) in \( \mathbb{R}^3 \) to \( \mathbb{R}^3 \) with \( F(t, 0, 0) = \gamma(t) \) and with \( dF(t_0, 0, 0) \) non-singular. Then apply the inverse function theorem to \( F \). The functions \( f \) and \( g \) are then two of the coordinate functions of \( F^{-1} \).

12. If \( F : \mathbb{R}^p \rightarrow \mathbb{R}^p \) is a \( C^1 \) function, what can you say about \( F \) at a point of \( \mathbb{R}^p \) where \( ||F|| \) has a local minimum? How about a point where \( ||F|| \) has a local maximum?

### 9.7 The Implicit Function Theorem

In this section we continue to develop consequences of the inverse function theorem. The most notable of these is the implicit function theorem. First we interpret the inverse function theorem in the context of local systems of coordinates.

#### Local Systems of Coordinates

Let \( F \) be a smooth function defined on an open subset \( U \) of \( \mathbb{R}^p \) which has values in \( \mathbb{R}^p \) and which has a smooth local inverse at a point \( a \in U \). Then there is a neighborhood \( V \) of \( a \) and a neighborhood \( W \) of \( b = F(a) \) such that \( F : V \rightarrow W \) is one to one and onto and has a smooth inverse function \( G = F^{-1} : W \rightarrow V \).

We define a change of coordinates for points in \( V \) as follows: If

\[
F = (f_1, f_2, \ldots, f_p),
\]

then we define new coordinates \((u_1, u_2, \ldots, u_p)\) for a point \( x = (x_1, x_2, \ldots, x_p) \) in \( V \) by setting

\[
u_i = f_i(x_1, x_2, \ldots, x_p) \quad \text{for} \quad i = 1, \ldots, p.
\]

These new coordinates \( u_1, \ldots, u_p \) are smooth functions of the old coordinates \( x_1, \ldots, x_p \) and, similarly, the old coordinates are smooth functions of the new coordinates since

\[
x_j = g_j(u_1, u_2, \ldots, u_p) \quad \text{for} \quad j = 1, \ldots, p,
\]

where \( g_j \) is the \( j \)th coordinate function of the inverse function \( G \).

By subtracting the constant \( b \) from \( F \), if necessary, we may assume that \( F(a) = 0 \) and \( W \) is a neighborhood of \( 0 \). This just makes the point \( a \) the origin in the new coordinate system.
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A coordinate hyperplane (intersected with $W$) in the new coordinates is a set of the form

$$H_i = \{ u \in W : u_i = 0 \}.$$ 

In the original coordinates, this is the set

$$\{ x \in V : f_i(x) = 0 \}.$$ 

This means that the level set $\{ x \in V : f_i(x) = 0 \}$ for the function $f_i$ looks like a smoothly deformed hyperplane (intersected with $V$). Similarly, the subset obtained by setting $k$ of the coordinates $\{ u_1, \ldots, u_p \}$ equal to zero is a $p-k$ dimensional subspace of $\mathbb{R}^p$. In the old coordinates this looks like a smoothly deformed $p-k$ subspace intersected with $V$. If $k = p - 1$ the result is a line through the origin in the new coordinates and a curve through $a$ in the old coordinates.

**Parameterizing a Curve**

A key question raised in the last subsection of Section 9.4 is: when does a level set for a smooth function from one Euclidean space to another locally have a smooth parameterization and, hence, a tangent space at each of its points? The following example gives an answer to this question in the case of a level set for a real valued function on $\mathbb{R}^2$. The method used in this example is a model for the proof of the implicit function theorem, which will be proved next.

**Example 9.7.1.** Show that if $f : \mathbb{R}^2 \to \mathbb{R}^1$ is a smooth function and $(a, b)$ is a point of $\mathbb{R}^2$ such that $f(a, b) = 0$ and $df(a, b) \neq 0$, then there is a neighborhood $V$ of $(a, b)$ in which $S = \{(x, y) : f(x, y) = 0\}$ is the image of a smooth parameterized curve. Find the tangent line to this curve at $(a, b)$.

**Solution:** Since $df(a, b) \neq 0$, either $\frac{\partial f}{\partial x}$ or $\frac{\partial f}{\partial y}$ is non-zero at $(a, b)$. Assume $\frac{\partial f}{\partial y}(a, b) \neq 0$ (the analysis in the other case is the same, but with the roles of $x$ and $y$ reversed). We define a function $H : \mathbb{R}^2 \to \mathbb{R}^2$ by

$$H(x, y) = (x, f(x, y)).$$

The differential matrix of this function is

$$\begin{pmatrix} 1 & 0 \\ \frac{\partial f}{\partial x} & \frac{\partial f}{\partial y} \end{pmatrix}.$$ 

which has determinant $\frac{\partial f}{\partial y}$. Since $\frac{\partial f}{\partial y}(a, b) \neq 0$, this matrix is non-singular at $(a, b)$. Hence, there is a neighborhood $V$ of $(a, b)$, a neighborhood $W$ of $(a, 0)$, and a smooth inverse function $H^{-1} : W \to V$ for $H$. Then

$$H^{-1}(x, f(x, y)) = H^{-1} \circ H(x, y) = (x, y) \quad \text{for} \quad (x, y) \in V.$$
This implies that
\[ H^{-1}(x, 0) = (x, g(x)), \]
for some smooth real valued function \( g \), defined for all \( x \) with \( (x, 0) \in W \). Furthermore,
\[ (x, 0) = H \circ H^{-1}(x, 0) = (x, f(x, g(x))) \text{ whenever } (x, 0) \in W. \]
Thus, \( f(x, g(x)) = 0 \) for all such \( x \). This implies that, near \((a, b)\), \( S \) is the graph of the smooth function \( g \) and
\[ \gamma(x) = (x, g(x)) \]
is a smooth parameterization of \( S \) near \((a, b)\).

The tangent line to \( S \) at \((a, b)\) is given parametrically by
\[
\tau(x) = (a, b) + \gamma'(a, b)(x - a) = (a, b) + (1, g'(a))(x - a)
\]
where, since \( f(x, g(x)) = 0 \), the chain rule tells us that
\[ g' = -\left( \frac{\partial f}{\partial y} \right)^{-1} \frac{\partial f}{\partial x}. \]

The tangent line can also be described as the set of all \((x, y)\) such that \((x-a, y-b)\) is orthogonal to the gradient of \( f \) at \((a, b)\) – that is, all solutions to the equation
\[
\frac{\partial f}{\partial x}(a, b)(x - a) + \frac{\partial f}{\partial y}(a, b)(y - b) = 0.
\]

**The Implicit Function Theorem**

The proof of the implicit function theorem follows exactly the same pattern as the solution to the preceding exercise.

The implicit function theorem provides the answer to a very simple question: When can an equation of the form
\[ F(x, y) = 0 \]
be solved for \( y \) as a function of \( x \)? That is, when can we find a function \( g \) such that \( F(x, g(x)) = 0 \)? We note several things about this problem:

1. The problem makes perfectly good sense if \( F \) is a real valued function of 2 real variables (as in the previous example), but it also makes sense if \( F \) is a vector valued function of variables \( x \) and \( y \) which are also vectors.
2. As was the case with the inverse function theorem, we might expect that there are local solutions to this problem for \((x, y)\) near a point \((a, b)\) where \( F(a, b) = 0 \), even though global solutions may not be possible.
3. Whether such a local solution is possible near a given point may depend on conditions on the differential matrix of $F$ at the point.

In the statement and the proof of the implicit function theorem, we will need to deal with certain submatrices of the full differential matrix of a function $F$. In this regard, the following notation will be useful. If $f_1, f_2, \cdots, f_k$ are smooth functions defined on an open set $U$ in some Euclidean space $\mathbb{R}^d$ (these may be some or all of the coordinate functions of a vector function $F$ defined on $U$) and if $y_1, \cdots, y_m$ are some of the coordinates describing points in $\mathbb{R}^d$, then we set

$$
\frac{\partial (f_1, \cdots, f_k)}{\partial (y_1, \cdots, y_m)} = \begin{pmatrix}
\frac{\partial f_1}{\partial y_1} & \frac{\partial f_1}{\partial y_2} & \cdots & \frac{\partial f_1}{\partial y_m} \\
\frac{\partial f_2}{\partial y_1} & \frac{\partial f_2}{\partial y_2} & \cdots & \frac{\partial f_2}{\partial y_m} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_k}{\partial y_1} & \frac{\partial f_k}{\partial y_2} & \cdots & \frac{\partial f_k}{\partial y_m}
\end{pmatrix}
$$

If $F = (f_1, \cdots, f_q) : U \to \mathbb{R}^q$ is a function on a subset $U$ of $\mathbb{R}^p$ with the coordinates in $\mathbb{R}^p$ labeled $x_1, \cdots, x_p$, then $\frac{\partial (f_1, \cdots, f_q)}{\partial (x_1, \cdots, x_p)}$ is just another notation for $dF$. However, we will want to use this notation in cases where only some of the coordinate functions and/or some of the variables of $F$ are used.

In the following theorem, $\mathbb{R}^{p+q}$ will be identified with $\mathbb{R}^p \times \mathbb{R}^q$ and points in this space will be expressed in the form $(x, y) = (x_1, \cdots, x_p, y_1, \cdots, y_q)$.

**Theorem 9.7.2.** Let $U \subset \mathbb{R}^{p+q}$ be open, let $F = (f_1, \cdots, f_q) : U \to \mathbb{R}^q$ be a smooth function, and let $(a, b)$ be a point of $U$ with $F(a, b) = 0$. Also, suppose the square matrix

$$
\frac{\partial (f_1, \cdots, f_q)}{\partial (y_1, \cdots, y_q)}
$$

is non-singular. Then there are neighborhoods $V \subset U$ of $(a, b)$ and $A$ of $a$ and a smooth function $G : A \to \mathbb{R}^q$ such that $(x, G(x)) \in V$ for all $x \in A$, $G(a) = b$, and

$$
F(x, y) = 0 \quad \text{for} \quad x, y \in V \quad \text{if and only if} \quad y = G(x).
$$

Furthermore the differential of $G$ on $A$ is given by

$$
dG = \frac{\partial (g_1, \cdots, g_q)}{\partial (x_1, \cdots, x_p)} = - \left( \frac{\partial (f_1, \cdots, f_q)}{\partial (y_1, \cdots, y_q)} \right)^{-1} \frac{\partial (f_1, \cdots, f_q)}{\partial (x_1, \cdots, x_p)}. \quad (9.7.1)
$$

**Proof.** We will prove this by applying the inverse function theorem to another function $H$, constructed from $F$. We define $H : U \to \mathbb{R}^p \times \mathbb{R}^q$ by

$$
H(x, y) = (x, F(x, y)). \quad \text{for} \quad (x, y) \in U.
$$
The function $H$ is $C^1$ on $U$ because $F$ is $C^1$. The differential of $H$ is

$$dH = \begin{pmatrix}
1 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial y_1} & \cdots & \frac{\partial f_1}{\partial y_q} \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots \\
\frac{\partial f_q}{\partial x_1} & \cdots & \frac{\partial f_q}{\partial y_1} & \cdots & \frac{\partial f_q}{\partial y_q}
\end{pmatrix}$$

with an identity matrix in the upper left $p \times p$ block and a 0 matrix in the upper right $p \times q$ block. The bottom $q$ rows form the differential matrix $dF$ for $F$. The determinant of $dH$ is just the determinant of the lower right $q \times q$ block – that is, the determinant of $\frac{\partial (f_1, \ldots, f_q)}{\partial (y_1, \ldots, y_q)}$. This determinant is non-zero at $(a, b)$ by hypothesis. Hence, $dH$ also has a non-zero determinant at $(a, b)$ and is, therefore, non-singular at this point.

By the inverse function theorem (Theorem 9.6.4) there are neighborhoods $V \subset U$ of $(a, b)$ and $W$ of $H(a, b)$ such that $H$ has a smooth inverse function $H^{-1} : W \to V$. Then

$$H^{-1}(x, F(x, y)) = H^{-1} \circ H(x, y) = (x, y) \quad \text{for} \quad (x, y) \in V.$$ 

This implies that

$$H^{-1}(x, 0) = (x, G(x)),$$

for some smooth function $G$, defined on $A = \{ x \in \mathbb{R}^p : (x, 0) \in W \}$ with values in $\mathbb{R}^q$. The set $A$ is open because it is the inverse image of $W$ under the continuous function $x \to (x, 0) : \mathbb{R}^p \to \mathbb{R}^p \times \mathbb{R}^q$. Furthermore,

$$(x, 0) = H \circ H^{-1}(x, 0) = (x, F(x, G(x))) \quad \text{whenever} \quad x \in A.$$ 

Thus, $F(x, G(x)) = 0$ for all $x \in A$.

If we take the differential of both sides of the equation $F(x, G(x)) = 0$ the result is

$$\frac{\partial (f_1, \ldots, f_q)}{\partial (x_1, \ldots, x_p)} + \frac{\partial (f_1, \ldots, f_q)}{\partial (y_1, \ldots, y_q)} \frac{\partial (g_1, \ldots, g_q)}{\partial (x_1, \ldots, x_p)} = 0.$$ 

On solving this for $\frac{\partial (g_1, \ldots, g_q)}{\partial (x_1, \ldots, x_p)}$, we obtain (9.7.1).
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Corollary 9.7.3. Let $U \subset \mathbb{R}^d$ be an open set and $F : U \rightarrow \mathbb{R}^q$ a smooth function. Suppose $c \in U$, $F(c) = 0$, and $dF(c)$ has rank $q$. Then there is a neighborhood $V$ of $c$, $V \subset U$, such that the level set $S = \{ u \in V : F(u) = 0 \}$ is a smooth $p$-surface, where $p = d - q$. That is, $S$ has a smooth parameterization of dimension $p$. Hence, $S$ has a tangent space at each point of $S$. Furthermore, the tangent space at $c$ is the set of solutions $u$ to the equation

$$dF(c)(u - c) = 0.$$ 

Proof. Since $dF(c)$ has rank $q$, there is a $q \times q$ submatrix of the $q \times d$ matrix $dF(c)$ which is non-singular. By rearranging the variables in $F$, if necessary, we may assume that the last $q$ columns of $dF$ form a non-singular matrix. With $p = d - q$, we may represent $\mathbb{R}^d$ as $\mathbb{R}^p \times \mathbb{R}^q$ and label the variables by $(x, y) = (x_1, \cdots, x_p, y_1, \cdots, y_q)$, as in the preceding theorem. Then the hypotheses of that theorem are satisfied, with $c = (a, b)$.

By the implicit function theorem, there are neighborhoods $V$ of $c = (a, b)$ and $A$ of $a$ and a smooth function $G : A \rightarrow \mathbb{R}^q$ with $(x, G(x)) \in V$ for all $x \in A$ and such that $F(x, y) = 0$ for $(x, y) \in V$ if and only if $y = G(x)$.

Thus, $S = \{ u = (x, y) \in V : F(u) = 0 \}$ is the graph of the smooth function $G$. Then the function $H(x) = (x, G(x))$ is a smooth parameterization of $S$. $\square$

Example 9.7.4. For the system of equations

$$u^2 + v^2 - x = 0$$
$$u + v + y = 0,$$

find the points on the solution set $S$ at which it may not be possible to solve for $u$ and $v$ as smooth functions of $x$ and $y$ in some neighborhood of the point.

Solution According to the implicit function theorem, there will be smooth solutions in a neighborhood of any point where the following matrix is non-singular:

$$\frac{\partial (f_1, f_2)}{\partial (u, v)} = \begin{pmatrix} 2u & 2v \\ 1 & 1 \end{pmatrix},$$

where $f_1(x, y, u, v) = u^2 + v^2 - x$ and $f_2(x, y, u, v) = u + v + y$. This matrix is singular only when $u = v$. This happens at a point on $S$ if and only if $u = v$ and $y^2 = 2x$.

Recall that the kernel of an affine transformation $L : \mathbb{R}^p \rightarrow \mathbb{R}$ of rank 1 is a hyperplane in $\mathbb{R}^p$. The implicit function theorem allows us to draw a similar conclusion for functions which are not affine.

Example 9.7.5. For the equation

$$x^2 + y^2 + z^3 = 0,$$

at which points on its solution set $S$ can we be assured that there is a neighborhood of the point in which $S$ is a smoothly parameterized surface? Find an equation of the tangent space at each such point.
Solution: By the corollary to the implicit function theorem, there will be a smooth parameterization of $S$ in a neighborhood of any point at which $df$ has rank 1, where $f(x, y, z) = x^2 + y^2 + z^3$. Since
df(x, y, z) = (2x, 2y, 3z^2),
the only point at which such a parameterization may not be possible is the origin.
At any point $(a, b, c)$ which is not the origin, an equation for the tangent space is
df(a, b, c)(x - a, y - b, z - c) = 0,
or
$2a(x - a) + 2b(y - b) + 3c^2(z - c) = 0$.

Exercise Set 9.7

1. Are there any points on the graph of the equation $x^3 + 3xy^2 + 2y^3 = 1$ where it may not be possible to solve for $y$ as a smooth function of $x$ in some neighborhood of the point?

2. Can the equation $xz + yz + \sin(x + y + z) = 0$ be solved, in a neighborhood of $(0, 0, 0)$ for $z$ as a smooth function $z = g(x, y)$ of $(x, y)$, with $g(0, 0) = 0$?

3. Find $\frac{\partial (f_1, f_2)}{\partial (u, v)}$ if

\begin{align*}
f_1(x, y, u, v) &= u^2 + v^2 + x^2 + y^2 \\
f_2(x, y, u, v) &= xu + yv + x - y.
\end{align*}

At which points $(x, y, u, v)$ is this matrix non-singular?

4. Show that the system of equations

\begin{align*}
u^2 + v^2 + 2u - xy + z &= 0 \\
v^3 + \sin v - xu + yv + z^2 &= 0
\end{align*}

has a solution for $(u, v)$ as a smooth function of $(x, y, z)$, in some neighborhood of $(0, 0, 0)$, with the property that $(u, v) = (0, 0)$ when $(x, y, z) = (0, 0, 0)$.

5. Show that the system of equations

\begin{align*}
u^3 + x^2v^2 - 2y + w &= 0 \\
v^3 + y^2u^2 - 2x + w &= 0 \\
w^2 + wx - y^2 &= 0
\end{align*}

has a solution for $u, v, w$ as functions of $(x, y)$ in a neighborhood of the point $(x, y, u, v, w) = (1, 1, 1, 1, 0)$ with $u(1, 1) = 1, v(1, 1) = 1, w(1, 1) = 0$. 
6. For the equation \( xy + yz + xz = 1 \), at which points on the solution set \( S \) is there a neighborhood in which \( S \) is a smooth 2 surface? At each such point \((a, b, c)\), find an equation of the tangent plane.

7. For the system of equations

\[
\begin{align*}
x^2 + y^2 - z^2 &= 0 \\
x + y + z &= 0,
\end{align*}
\]

at which points of the solution set \( S \) is there a neighborhood in which \( S \) is a smooth curve? At each such point, find an equation of the tangent line.

8. For the system of equations

\[
\begin{align*}
x^2 + y^2 + u^2 - 3v &= 1 \\
2x + xy - y + 3u^2 - 9v &= 0,
\end{align*}
\]

find all points on the solution set \( S \) for which there is a neighborhood in which \( S \) is a smooth 2 surface.

9. If \( F(x, y, u, v) = (xe^u + ye^u, xv + yu) \in \mathbb{R}^2 \), find those points \((x, y, u, v)\) at which the level set of \( F \), containing this point, is a smooth 2-surface in a neighborhood of the point.

10. If \( F : \mathbb{R}^p \to \mathbb{R}^q \) is a smooth function and \( dF \) has rank \( q \) at a certain point \( a \in \mathbb{R}^p \), prove that there is a neighborhood of \( a \) in which \( dF \) has rank \( q \).
Chapter 10

Integration in Several Variables

Integration theory for functions of several variables has much in common with integration for functions of a single variable. Many of the proofs are almost identical. However, there are some fundamental differences.

In one variable, we only have to worry about integrating over an interval. However, in several variables the sets we integrate over can be much more complicated. There are issues concerning the boundary of the set and how large it can be. Such issues don’t arise in the theory of integration of a function of one variable. In one variable, the change of variable formula for integration (the substitution formula) is quite simple and has a simple proof – it follows directly from the chain rule for differentiation and the fundamental theorem of calculus. The analogous formula in several variables is much more complicated – it involves the determinant of the differential of the change of variables transformation. Its proof is long and complicated.

We begin with a definition of the integral of a function over a multidimensional rectangle.

10.1 Integration over a Rectangle

An aligned rectangle in $\mathbb{R}^d$ is a set of the form

$$R = [a_1, b_1] \times \cdots \times [a_d, b_d] = \{(x_1, \cdots , x_d) \in \mathbb{R}^d : a_k \leq x_k \leq b_k, \ k = 1 \cdots d\}.$$

We call such a rectangle aligned because each of its edges is parallel to a coordinate axis. Unless otherwise specified, in this chapter the term rectangle will mean aligned rectangle.

The $d$-volume of a rectangle is the product of the lengths of its edges – that
is, the $d$-volume $V(R)$ of the rectangle $R$ above is

$$V(R) = \prod_{k=1}^{d} (b_k - a_k).$$

Thus, the 1-volume of a rectangle (an interval) in $\mathbb{R}$ is its length; the 2-volume of a rectangle in $\mathbb{R}^2$ is its area. The 3-volume of a rectangle in $\mathbb{R}^3$ is its ordinary volume.

Note that it is possible for one of the intervals $[a_k, b_k]$ defining a rectangle in $\mathbb{R}^d$ to be degenerate – that is, it could be that $a_k = b_k$. In this case, the rectangle has $d$-volume 0. This makes sense, because it is actually a rectangle of dimension $d - 1$ in this case.

As long as the dimension of the ambient space $\mathbb{R}^d$ is understood, we will drop the $d$ and just refer to the $d$-volume of a rectangle as its volume.

An aligned partition $P$ of an aligned rectangle $R = [a_1, b_1] \times \cdots \times [a_d, b_d]$ is a partition

$$\{a_k = x_{0,k} \leq x_{1,k} \leq \cdots \leq x_{d,k} = b_k\}$$

of each of the intervals $[a_k, b_k]$. Such a thing divides $R$ up into subrectangles of the form

$$[x_{j_1,1} - 1, x_{j_1,1}] \times \cdots \times [x_{j_d,1} - 1, x_{j_d,1}]$$

$$= \{(x_1, \cdots, x_d) \in \mathbb{R}^d : x_{j_k,1} - 1, k \leq x_{j_k,1}, k = 1 \cdots d\}.$$

Each of these will be called a subrectangle for the partition $P$ of the rectangle $R$. If $n$ is the number of subrectangles for $P$, then we will number these subrectangles in some fashion so that we have a list $\{R_1, R_2, \cdots, R_n\}$ of all the subrectangles for $P$. We will not attempt to arrange this numbering scheme in a way that has anything to do with the indexing of the points in the corresponding partitions of the individual intervals $[a_k, b_k]$. To do so would lead to an awful mess.

Note that $R$ is the union of the subrectangles determined by a partition of $R$ and any two of these subrectangles are either disjoint or have a lower dimensional rectangle as intersection. The volume of $R$ is the sum of the volumes of the subrectangles determined by the partition.

Unless otherwise specified, in this chapter, the term partition will mean aligned partition.

**Upper and Lower Sums**

Let $f$ be a bounded real valued function defined on a rectangle $R$ and let $P$ be a partition of $R$ determining a list of subrectangles $R_1, R_2, \cdots, R_n$.

**Definition 10.1.1.** If $f$, $R$, $P$, and $\{R_1, R_2, \cdots, R_n\}$ are as above, then we
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Define the upper and lower sums for $f$ and $P$ by

$$U(f, P) = \sum_{j=1}^{n} M_j V(R_j),$$

$$L(f, P) = \sum_{j=1}^{n} m_j V(R_j),$$

where $M_j = \sup_{R_j} f$ and $m_j = \inf_{R_j} f$.

This is exactly the way we defined the upper and lower sums for $f$ and the partition $P$ in Definition 5.1.1, except there we were partitioning intervals into subintervals and here we are partitioning $d$-dimensional rectangles into subrectangles.

As in Section 5.1, a Riemann Sum for $f$ and $P$ on $R$ is a sum of the form

$$\sum_{j=1}^{n} f(u_j)V(R_j)$$

(10.1.2)

where, for each $j$, $u_j$ is some point in the rectangle $R_j$. For each $j$, the term $f(u_j)V(R_j)$ represents the volume (or minus the volume, if $f(u_j) < 0$) of a $d+1$-dimensional rectangle with base $R_j$ and with height $|f(u_j)|$. Now, for each $j$ we have

$$m_j \leq f(u_j) \leq M_j,$$

which implies

$$L(f, P) \leq \sum_{j=1}^{n} f(u_j)V(R_j) \leq U(f, P).$$

Thus, as in Section 5.1, every Riemann sum for $f$ and $P$ lies between the lower and upper sums for $f$ and $P$. 

Figure 10.1: Partition of a Rectangle
Refinement

If $R$ is a rectangle in $\mathbb{R}^d$, and $P$ and $Q$ partitions of $R$, then $Q$ is said to be a refinement of $P$ if every subrectangle of $R$ determined by $Q$ is a subset of some subrectangle determined by $P$.

If $R = [a_1, b_1] \times \cdots \times [a_d, b_d]$, then the partition $P$ consists of a partition of each of the intervals $[a_k, b_k]$, as does the partition $Q$. It is not difficult to see that $Q$ is a refinement of $P$ if and only if, for $k = 1, \cdots, d$, the partition of $[a_k, b_k]$ determined by $Q$ is a refinement of the partition of this same interval determined by $P$. For this reason, it is also easy to see that any two partitions $P, Q$ of $R$ have a common refinement, since this is true for partitions of intervals.

If $Q$ is a refinement of $P$, then since $R$ is the union of the subrectangles of itself determined by a given partition, each subrectangle for $P$ is a union of the subrectangles for $Q$ which it contains. This is the key fact needed to prove the following theorem in essentially the same way as the analogous theorem in one variable (Theorem 5.1.4). The details are left to the exercises.

**Theorem 10.1.2.** Let $f$ be a bounded function on a rectangle $R$ in $\mathbb{R}^d$. If $Q$ and $P$ are partitions of $R$ and $Q$ is a refinement of $P$, then

$$L(f, P) \leq L(f, Q) \leq U(f, Q) \leq U(f, P). \quad (10.1.3)$$

Let $P_1$ and $P_2$ be any two partitions of $R$ and let $Q$ be a common refinement of $P_1$ and $P_2$, then (10.1.3) holds with $P$ replaced by $P_1$ and with $P$ replaced by $P_2$. The resulting inequalities imply the following.

**Theorem 10.1.3.** If $P_1$ and $P_2$ are partitions of $R$, then

$$L(f, P_1) \leq U(f, P_2).$$

Thus, any lower sum for $f$ is less than or equal to any upper sum for $f$.

Upper and Lower Integrals

**Definition 10.1.4.** Let $R$ be a rectangle in $\mathbb{R}^d$ and $f$ a bounded real valued function on $R$. The upper and lower integrals of $f$ on $R$ are defined by

$$\int_R f(x) \, dV(x) = \inf \{ U(f, P) : P \text{ a partition of } \mathbb{R} \}$$

$$\int_R f(x) \, dV(x) = \sup \{ U(f, P) : P \text{ a partition of } \mathbb{R} \} \quad (10.1.4)$$

The set of all upper sums for $f$ is bounded below by any lower sum and the set of lower sums is bounded above by any upper sum. Thus, the inf (greatest lower bound) of the set of upper sums is greater than or equal to any lower sum and, hence, also greater than or equal to the sup (least upper bound) of the set of all lower sums. Thus,
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Theorem 10.1.5. If $f$ is a bounded real valued function on a rectangle $R$ and if $P$ and $Q$ are arbitrary partitions of $R$ then

$$L(f, P) \leq \int_R f(x) dV(x) \leq \int_R f(x) dV(x) \leq U(f, Q)$$

The Integral

A bounded function on $R$ is integrable if its upper and lower integrals are the same. That is:

Definition 10.1.6. Let $R$ be a rectangle in $\mathbb{R}^d$ and $f$ a bounded real valued function on $R$. If $\int_{R} f(x) dV(x) = \int_{R} f(x) dV(x)$, then we will say that $f$ is integrable on $R$. In this case, we will call the common value of these two expressions the Riemann integral of $f$ on $R$ and denote it by

$$\int_{R} f(x) dV(x).$$

The proofs of the following two theorems are exactly the same as the proofs of Theorems 5.1.7 and 5.1.8 and we will not repeat them here.

Theorem 10.1.7. If $f$ is a bounded function on a rectangle $R$, then $f$ is Riemann integrable on $R$ if and only if, for each $\epsilon > 0$, there is a partition $P$ of $R$ such that

$$U(f, P) - L(f, P) < \epsilon.$$  \hfill (10.1.5)

Theorem 10.1.8. With $f$ and $R$ as above, $f$ is Riemann integrable on $R$ if and only if there is a sequence $\{P_n\}$ of partitions of $R$ such that

$$\lim (U(f, P_n) - L(f, P_n)) = 0.$$  \hfill (10.1.6)

In this case,

$$\int_{R} f(x) dV(x) = \lim S_n(f)$$

where, for each $n$, $S_n(f)$ may be chosen to be $U(f, P_n)$, $L(f, P_n)$ or any Riemann sum (10.1.2) for $f$ and the partition $P_n$.

Remark 10.1.9. The preceding two theorems both involve the difference between the upper and lower Riemann sums for $f$ and $P$. This can be written as

$$U(f, P) - L(f, P) = \sum_{j=1}^{n} (M_j - m_j) V(R_j).$$ \hfill (10.1.7)

The factors $M_j - m_j$ that appear in this expression are non-negative numbers, as are the numbers $V_j$. Hence, any operation that reduces or eliminates some of the terms in this sum will result in a smaller sum.
Properties of the Integral

The next theorem states one of the most important properties of the integral. The proof of this theorem differs in no essential way from the proof of the analogous theorem for functions of one variable (Theorem 5.2.3). In fact, the only difference is that intervals on the line are replaced by aligned rectangles in \( \mathbb{R}^d \). We will not repeat the proof here.

**Theorem 10.1.10.** If \( f \) and \( g \) are integrable functions on an aligned rectangle \( R \) in \( \mathbb{R}^d \) and \( c \) is a constant, then

(a) \( cf \) is integrable and \( \int_R cf(x) dV(x) = c \int_R f(x) dV(x) \);

(b) \( f+g \) is integrable and \( \int_R (f+g)(x) dV(x) = \int_R f(x) dV(x) + \int_R g(x) dV(x) \).

Taken together, the statements of the above theorem mean that the integrable functions on \( R \) form a vector space under pointwise addition and scalar multiplication of functions, and the integral is a linear transformation from this vector space to the vector space \( \mathbb{R} \).

The order preserving property is another key property of the integral. The version stated in the next theorem is somewhat more general than the analogous result, proved earlier for functions of a single variable (Theorem 5.2.4), and it has a different proof. Hence, we include the proof.

**Theorem 10.1.11.** If \( f \) and \( g \) are functions on an aligned rectangle \( R \) in \( \mathbb{R}^d \), and \( f(x) \leq g(x) \) for all \( x \in [a, b] \), then

(a) \( \int_R f(x) dV(x) \leq \int_R g(x) dV(x) \) and \( \int_R f(x) dV(x) \leq \int_R g(x) dV(x) \);

(b) \( \int_R f(x) dV(x) \leq \int_R g(x) dV(x) \) if \( f \) and \( g \) are integrable.

**Proof.** We will prove this result for the upper integrals. The result for the lower integrals has an analogous proof. The result for the integral in the case of integrable functions then follows because upper integral, lower integral, and integral are all the same for an integrable function.

Given a partition \( P \) of \( R \), determining subrectangles \( \{R_1, \ldots, R_n\} \) of \( R \), we set

\[
M_j(f) = \sup_{R_j} f \quad \text{and} \quad M_j(g) = \sup_{R_j} g.
\]

Then \( M_j(f) \leq M_j(g) \) for all \( j \) because \( f(x) \leq g(x) \) for all \( x \in R \). Hence,

\[
U(f, P) = \sum_{j=1}^n M_j(f)V(R_j) \leq \sum_{j=1}^n M_j(g)V(R_j) = U(g, P).
\]

It follows that

\[
\int_R f(x) dV(x) = \inf_P U(f, P) \leq \inf_P U(g, P) = \int_R g(x) dV(x)
\]

This completes the proof. \( \square \)
A Simple Example

So far we have not computed a single integral or shown that a single function is integrable. We do so now. The function we will integrate is very simple, though not continuous, but the computation of its integral is an important step in our development of integration theory.

Definition 10.1.12. Let $E$ be a subset of $\mathbb{R}^d$. Then the characteristic function of $E$, denoted $\chi_E$, is the real valued function on $\mathbb{R}^d$ defined by

$$\chi_E(x) = \begin{cases} 1 & \text{if } x \in E \\ 0 & \text{if } x \notin E. \end{cases}$$

Our example is as follows:

Example 10.1.13. Let $R$ and $S$ be aligned rectangles with $S \subset R$. Show that $\chi_S$ is an integrable function on $R$ and

$$\int_R \chi_S(x) dV(x) = V(S).$$

Solution: Let

$$R = [a_1, b_1] \times \cdots \times [a_d, b_d] \text{ and } S = [s_1, t_1] \times \cdots \times [s_d, t_d],$$

where $a_j \leq s_j \leq t_j \leq b_j$ for each $j$. Given $\epsilon > 0$, We choose a partition of $R$ as follows: for each $j$, we partition each interval $[a_j, b_j]$ with the points $\{a_j \leq u_j \leq s_j \leq t_j \leq v_j \leq b_j\}$, where the points $u_j$ and $v_j$ are chosen so that if $A$ is the rectangle

$$A = [u_1, v_1] \times \cdots \times [u_d, v_d]$$

Then $V(A) < V(S) + \epsilon$ (see Figure 10.2 for a two dimensional version of this setup).
The sup of \( \chi_S \) on a given subrectangle \( R_j \) is 1 if \( R_j \cap S \neq \emptyset \) and is 0 otherwise. The inf of \( \chi_S \) on \( R_j \) is 1 if \( R_j \subset S \) and is 0 otherwise.

There is only one subrectangle for this partition which is contained in \( S \) and that is \( S \) itself. Thus,

\[
L(\chi_S, P) = V(S).
\]

The union of the subrectangles \( R_j \) that meet \( S \) is \( A \). Hence,

\[
U(\chi_S, P) = V(A).
\]

Since \( V(S) < V(A) < V(S) + \epsilon \), we have \( V(A) - V(S) < \epsilon \). Hence,

\[
U(\chi_S, P) - L(\chi_S, P) < \epsilon.
\]

By Theorem 10.1.7, \( \chi_S \) is integrable on \( R \). Its integral is within \( \epsilon \) of \( L(\chi_S, P) = V(S) \) for every \( \epsilon > 0 \) and so \( \int_R \chi_S(x)dV(x) = V(S) \).

**Exercise Set 10.1**

1. Let \( R = [0, 1] \times [0, 1] \) be the square with vertices at \((0, 0), (1, 0), (1, 1)\), and \((0, 1)\) and let \( P \) be the partition of \( R \) consisting of the partition \( \{0, 1/4, 1/2, 3/4, 1\} \) in both factors of \([0, 1] \times [0, 1]\). Find \( U(f, P) \) and \( L(f, P) \) if \( f(x, y) = xy \).

2. With \( R \) and \( P \) as in the previous problem, find \( U(\chi_{\Delta}, P) \) and \( L(\chi_{\Delta}, P) \) if \( \Delta \) is the closed, solid triangle with vertices at \((0, 0), (1, 0), (1, 1)\).

3. Suppose \( f \) and \( g \) are functions defined on an aligned rectangle \( R \). Suppose there is a positive constant \( K \) such that \( |f(x) - f(y)| \leq K|g(x) - g(y)| \) for all \( x, y \in R \). Prove that if \( g \) is integrable on \( R \), then so is \( f \).

4. Use the result of the preceding exercise to prove that if \( f \) is an integrable function on an aligned rectangle \( R \), then \( |f| \) is also integrable on \( R \).

5. Prove that if \( f \) is integrable on \( R \), then \( f^2 \) is also integrable on \( R \).

6. Use the result of the preceding exercise to prove that if \( f \) and \( g \) are integrable on \( R \), then \( fg \) is also integrable on \( R \).

7. Show that each constant function \( k \) is integrable and \( \int_R kdV(x) = kV(R) \).

8. If \( f \) is an integrable function defined on the rectangle \( R \) and \( |f(x)| \leq M \) on \( R \), where \( M \) is a positive constant, then prove that \( |\int_R f(x)dV(x)| \leq MV(R) \).

9. Prove that if \( R \) is an aligned rectangle and \( f \) is a continuous function on \( R \), then \( f \) is integrable on \( R \).

10. If \( A \) and \( B \) are subsets of \( \mathbb{R}^d \), then

   (a) describe \( \chi_{A \cap B} \) in terms of \( \chi_A \) and \( \chi_B \);
(b) describe $\chi_{A \cup B}$ in terms of $\chi_A$ and $\chi_B$;
(c) describe the meaning of $B \subset A$ in terms of $\chi_A$ and $\chi_B$;
(d) if $B \subset A$, describe $\chi_{A \setminus B}$ in terms of $\chi_A$ and $\chi_B$.

10.2 JORDAN REGIONS

The concept of characteristic function of a set (Definition 10.1.12) allows us to define the volume of a set in terms of the integral that we just defined. The volume (or inner or outer volume) of a set $E$, as defined below, depends very much on the dimension of the ambient space $\mathbb{R}^d$ and so, technically, it should be called the $d$-volume (or inner or outer $d$-volume) of the set. However, as with rectangles, we will drop the $d$ when the dimension of the ambient space is understood.

**Definition 10.2.1.** If $E$ is a bounded subset of $\mathbb{R}^d$, let $R$ be an aligned rectangle containing $E$. Then we define the outer volume $\overline{V}(E)$, inner volume $\underline{V}(E)$, and volume $V(E)$ (if it exists) for $E$ by

(a) $\overline{V}(E) = \int_R \chi_E(x) dV(x)$;
(b) $\underline{V}(E) = \int_R \chi_E(x) dV(x)$; and
(c) $V(E) = \int_R \chi_E(x) dV(x)$ if the latter exists – that is if $\int_R \chi_E dV(x) = \int_R \chi_E(x) dV(x)$.

If $V(E)$ exists, then we call $E$ a Jordan region.

Note that $E$ is a Jordan region if and only if $\underline{V}(E) = \overline{V}(E)$ and, in this case, $V(E)$ is their common value.

Note also that, if $E$ is an aligned rectangle, then $E$ is a Jordan region and the above definition of $V(E)$ agrees with our earlier definition. This is demonstrated in Example 10.1.13.

Implicit in the above definition is the fact that the upper and lower integrals of $\chi_E$ over $R$ do not depend on the rectangle $R$, as long as $R$ contains $E$. We leave a proof of this to the exercises (Exercise 10.2.1).

**Example 10.2.2.** Show that the closed, solid right triangle $\Delta$ in $\mathbb{R}^2$ with vertices at $(0,0)$, $(a,0)$, and $(0,b)$ is a Jordan region and has area (2-volume) $ab/2$.

**Solution:** We choose $R$ to be the rectangle $[0,a] \times [0,b]$. This contains the triangle $\Delta$. For each $n$, we choose a partition $P_n$ of $R$ consisting of partitions $\{0, a/n, 2a/n, \ldots, na/n = a\}$ of $[0, a]$ and $\{0, b/n, 2b/n, \ldots, nb/n = b\}$ of $[0, b]$. This determines $n^2$ subrectangles of $R$, each of volume $ab/n^2$.

Now for each of these subrectangles $R_j$, the sup, $M_j$, and inf, $m_j$, of $\chi_{\Delta}$ on $R_j$ is either 1 or 0. In fact,

\[ M_j = 1 \quad \text{if and only if} \quad R_j \cap \Delta \neq \emptyset \]
\[ m_j = 1 \quad \text{if and only if} \quad R_j \subset \Delta. \]
Thus, the only subrectangles $R_j$ on which $M_j \neq m_j$ are those which are not contained in $\Delta$ but have non-empty intersection with it (the light grey subrectangles in Figure 10.3). There are two kinds of these, those of the form $[(k-1)a/n, ka/n] \times [(k-1)b/n, kb/n]$ which are bisected by the line from $(0,0)$ to $(a,b)$ and those of the form $[(k-1)a/n, ka/n] \times [kb/n, (k+1)b/n]$ which just have a lower right vertex on this line. There are $n$ of the former and $n - 1$ of the latter. The difference $U(\chi_\Delta, P_n) - L(\chi_\Delta, P_n)$ is just the sum of the areas of these $2n - 1$ rectangles, which is $(2n - 1)ab/n^2$. Hence,
\[
\lim_{n \to \infty} (U(\chi_\Delta, P_n) - L(\chi_\Delta, P_n)) = \lim_{n \to \infty} \frac{(2n - 1)ab}{n^2} = 0.
\]

By Theorem 10.1.8, the Riemann integral $\int_R \chi_\Delta(x)dV(x)$ exists and so the 2-volume (area) of the set $\Delta$ exists – that is, $\Delta$ is a Jordan region.

Also by Theorem 10.1.8 the integral $\int_R \chi_\Delta(x)dV(x)$ is the limit of the sequence $\{L(\chi_\Delta, P_n)\}$. However, $L(\chi_\Delta, P_n)$ is the sum of the areas of the subrectangles that are contained in $\Delta$ (the dark grey subrectangles in Figure 10.3). There are $n(n-1)/2$ of these (half the number remaining after the ones that are bisected by the line from $(0,0)$ to $(a,b)$ are removed). Hence,
\[
V(\Delta) = \int_R \chi_\Delta(x)dV(x) = \lim_{n \to \infty} \frac{n(n-1)ab}{2n^2} = \frac{ab}{2}.
\]

**Properties of Volume**

Many properties of the integral translate directly into properties of volume. For example, Theorem 10.1.11 implies that

**Theorem 10.2.3.** If $E$ and $F$ are bounded subsets of $\mathbb{R}^d$ and $E \subset F$, then
\[
\underline{V}(E) \leq \underline{V}(F) \quad \text{and} \quad \overline{V}(E) \leq \overline{V}(F).
\]

If $E$ and $F$ are Jordan regions, then $V(E) \leq V(F)$. 
Theorem 10.2.4. If \( E, F \) and \( E \cap F \) are Jordan regions and \( V(E \cap F) = 0 \), then \( E \cup F \) is a Jordan region and
\[
V(E \cup F) = V(E) + V(F).
\]
In particular, this identity holds if \( E \) and \( F \) are disjoint Jordan regions.

In particular, if \( R \) is an aligned rectangle in \( \mathbb{R}^d \) and \( R_j \neq R_k \) are two of the subrectangles determined by a partition \( P \), then \( R_j \cap R_k \) is either empty or is a degenerate aligned rectangle in \( R \) – that is, its dimension is lower than that of \( R \). Hence, \( V(R_j \cap R_k) = 0 \). Thus, by Theorem 10.1.10,
\[
V(R_j \cup R_k) = V(R_j) + V(R_k).
\]
An induction argument then shows that if \( F \) is the union of any number of the subrectangles determined by \( P \), then \( F \) is a Jordan region and \( V(F) \) is the sum of the volumes of these subrectangles. This is used in the proof of the following theorem.

Theorem 10.2.5. If \( E \) is a bounded subset of \( \mathbb{R}^d \), then \( \overline{V}(E) = \overline{V}(E) \) and \( \overline{V}(E) = \overline{V}(E^\circ) \).

Proof. Let \( R \) be an aligned rectangle containing \( E \), let \( P \) be a partition of \( R \), and let \( \{R_j\} \) be the list of subrectangles of \( R \) determined by \( P \). Then \( U(\chi_E, P) \) is the sum of the volumes of the rectangles \( R_j \) in this list that have a non-empty intersection with \( E \) (those for which \( \chi_E \) takes on the value 1 somewhere on \( R_j \)). If we set
\[
F = \bigcup \{R_j : E \cap R_j \neq \emptyset\},
\]
then \( U(\chi_E, P) = V(F) \), by the paragraph preceding this theorem.

Now \( F \) is a finite union of closed sets and so it is also closed. Since \( E \subset F \), we also have \( E \subset F \). Then
\[
\overline{V}(E) \leq \overline{V}(E) \leq \overline{V}(F) = V(F) = U(\chi_E, P).
\]
Since \( \overline{V}(E) = \inf \{U(\chi_E, P) : P \text{ a partition of } R\} \), we have
\[
\overline{V}(E) \leq \overline{V}(E) \leq \overline{V}(E).
\]
Thus, \( \overline{V}(E) = \overline{V}(E) \).

Similarly, if we set
\[
G = \bigcup \{R_j : R_j \subset E\},
\]
then, since \( G \subset E \),
\[
V(G) = \bigcup \{R_j : R_j \subset E\}
\]
However, \( V(G^\circ) = V(G) = L(\chi_E, P) \), since the boundary of \( G \) consists of a finite union of rectangles of dimension lower than \( d \), and these all have volume 0. Since \( \sup_P L(\chi_E, P) = \overline{V}(E) \), we conclude that \( \overline{V}(E^\circ) = \overline{V}(E) \). This completes the proof.
Theorem 10.2.6. If $E$ is a Jordan region, then so are $E$ and $E^\circ$. Furthermore, $V(E) = V(E) = V(E^\circ)$.

Proof. In view of the previous theorem,

$$V(E) \leq V(E) \leq V(E) \leq V(E).$$

If $E$ is a Jordan region, then $V(E) = V(E)$ and, hence, each of the above inequalities is an equality. This implies $E$ is a Jordan region and $V(E) = V(E)$. The proof of the statement for $E^\circ$ is similar.

Sets of Volume 0

We leave the proof of the following theorem to the exercises.

Theorem 10.2.7. If $E$ is a bounded set with $V(E) = 0$, then $E$ is a Jordan region with volume 0. Any subset of a Jordan region of volume 0 is also a Jordan region of volume 0. A finite union of Jordan regions of volume 0 is also a Jordan region of volume 0.

We will, henceforth, refer to a set $E$ with $V(E) = 0$ as simply a set of volume 0.

Theorem 10.2.8. A set $E$ is a set of volume 0 if and only if, for each $\epsilon > 0$, there is a finite set \{R_1, \cdots, R_n\} of aligned rectangles such that

$$E \subset \bigcup_{j=1}^{n} R_j \quad \text{and} \quad \sum_{j=1}^{n} V(R_j) < \epsilon.$$ 

Proof. If $V(E) = 0$, then there exist an aligned rectangle $R$ with $E$ in its interior and a partition $P$ of $R$ such that $U(\chi_E, P) < \epsilon$. This just means that those subrectangles determined by $P$ which meet $E$ have volumes which add up to a number less than $\epsilon$. Since $E$ is contained in the union of these rectangles, the proof of the "only if" part of the theorem is complete.

On the other hand, if $E \subset F = \bigcup_{j=1}^{n} R_j$ for a set of aligned rectangles with volumes adding up to a number less than $\epsilon$, then $V(F) < \epsilon$ since

$$\chi_F \leq \sum_{j=1}^{n} \chi_{R_j},$$

which, together with the fact that each $\chi_{R_j}$ is integrable, implies

$$V(F) = \int_{R} \chi_F(x) dV(x) \leq \int_{R} \sum_{j=1}^{n} \chi_{R_j}(x) dV(x)$$

$$= \sum_{j=1}^{n} \int_{R} \chi_{R_j}(x) dV(x) = \sum_{j=1}^{n} V(R_j) < \epsilon.$$ 

This proves the "if" part of the theorem.
A Characterization of Jordan Regions

**Theorem 10.2.9.** A bounded set $E$ is a Jordan region if and only if its boundary $\partial E$ is a set of volume 0.

**Proof.** If $P$ is a partition of $R$ determining a list of subrectangles $\{R_j\}$, then $L(\chi_{E^o}, P)$ is the sum of the areas of those $R_j$ which are entirely contained in $E^o$, while $U(\chi_{E^c}, P)$ is the sum of the areas of those $R_j$ which have non-empty intersection with $E$. It follows that

$$U(\chi_{E^c}, P) - L(\chi_{E^o}, P) = U(\chi_{\partial E}, P).$$

Hence, a sequence $\{P_n\}$ of partitions has the property that $\lim U(\chi_{\partial E}, P_n) = 0$ if and only if it has the property that $\lim (U(\chi_{E^c}, P_n) - L(\chi_{E^o}, P_n)) = 0$.

Thus, $V(E) = V(E^o)$ if and only if $V(\partial E) = 0$ – that is, $E$ is a Jordan region if and only if $\partial E$ is a set of volume 0.

**Theorem 10.2.10.** If $A$ and $B$ are Jordan regions, then $A \cap B$, $A \cup B$, and $A \setminus (A \cap B)$ are also Jordan regions. Furthermore,

$$V(A \cup B) = V(A) + V(B) - V(A \cap B),$$

$$V(A \setminus (A \cap B)) = V(A) - V(A \cap B).$$

(10.2.1)

**Proof.** Each of the sets $A \cap B$, $A \cup B$, and $A \setminus (A \cap B)$ has its boundary contained in $\partial A \cup \partial B$. Since $A$ and $B$ are Jordan regions, $\partial A$ and $\partial B$ are sets of volume 0. Then Theorem 10.2.7 implies that $\partial A \cup \partial B$ has volume 0, as does each of its subsets. It follows from the previous theorem that $A \cap B$, $A \cup B$, and $A \setminus (A \cap B)$ are Jordan regions.

The second statement of the theorem follows from the identities

$$\chi_{A \cup B} = \chi_A + \chi_B - \chi_{A \cap B},$$

$$\chi_{A \setminus (A \cap B)} = \chi_A - \chi_{A \cap B}.$$ (10.2.2)

**Example 10.2.11.** Let $K$ be a compact subset of $\mathbb{R}^{d-1}$ and let $f : K \to \mathbb{R}$ be a continuous function. Show that the graph $G(f)$ of $f$ is a set of $d$-volume 0, where $G(f) = \{(x, f(x)) : x \in K\}$.

**Solution:** Since $K$ is compact, it is bounded, and so we may choose a rectangle $R$ in $\mathbb{R}^{d-1}$ which contains $K$. Let $W$ be the $(d-1)$-volume of $R$.

Since $K$ is compact and $f$ is continuous, $f$ is actually uniformly continuous. Thus, given $\epsilon > 0$ we may choose a $\delta > 0$ such that

$$|f(x) - f(y)| < \epsilon/W$$

whenever $||x - y|| < \delta$. 


We let $P$ be a partition of $R$ such that the diameter of each subrectangle for the partition is less than $\delta$ (diameter in this case means maximal distance between two points in the subrectangle). Let $R_1, R_2, \ldots, R_n$ be a list of those subrectangles for this partition which meet $K$. If

$$m_j = \min\{f(x) : x \in K \cap R_j\} \quad \text{and} \quad M_j = \max\{f(x) : x \in K \cap R_j\},$$

then

$$G(f) \subset \bigcup_j (R_j \times [m_j, M_j]).$$

The sum of the volumes of the rectangles $R_j \times [m_j, M_j]$ is

$$\sum_j V(R_j)(M_j - m_j) \leq \frac{\epsilon}{W} \sum V(R_j) \leq \frac{\epsilon}{W}W = \epsilon.$$

By Theorem 10.2.8 the graph $G(f)$ of $f$ is a set of volume 0.

**Exercise Set 10.2**

1. Prove that $\int_R \chi_E(x)dV(x)$ and $\int_R \chi_E(x)dV'(x)$ do not depend on the choice of the aligned rectangle $R$ as long as it contains $E$.

2. Prove Theorem 10.2.7 – that is, show that if a subset $A$ of $R^d$ has outer volume zero, then it and each of its subsets is a Jordan region of volume 0.

3. Show that a finite set in $R^d$ has volume 0.

4. If $E$ is the subset of the unit square $[0, 1] \times [0, 1]$ consisting of points with both coordinates rational numbers, find its inner volume $V(E)$ and outer volume $\overline{V}(E)$. Is $E$ a Jordan region?

5. Show that if $A$ and $B$ are sets of volume 0 in $R^d$, then $A \cup B$ is also a set of volume 0.

6. Let $U$ be an open subset of $R^2$ and $K \subset U$ a compact set. Suppose $f : U \rightarrow R$ is a smooth function and $E = \{(x, y) : f(x, y) = 0\}$. If $df$ is never 0 on $E$, then show that $E$ is a set of area 0 in $R^2$.

7. Show that an ellipse in $R^2$ is a set of area 0 in $R^2$ and the solid ellipse that it bounds is a Jordan region.

8. Show that a bounded subset of $R^2$ whose boundary is a finite union of smooth parameterized curves, is a Jordan region.

9. Consider the following three reflection transformations of $R^2$:

$$T_1(x, y) = (-x, y), \quad T_2(x, y) = (x, -y) \quad \text{and} \quad T_3(x, y) = (y, x).$$
These are reflection through the y-axis, reflection through the x-axis, and reflection through the line y = x, respectively. Prove that if E is a Jordan region, then, for j = 1, 2, 3, so is \( T_j(E) \) and \( V(T_j(E)) = V(E) \). Hint: what do these reflections do to aligned rectangles and their volumes?

10. Using the previous two exercises and theorems from this section, but without using Example 10.2.2, give a proof that the area of a triangle with one side parallel to a coordinate axis is one half its base times its height. Hint: prove this first for right triangles with legs parallel to the axes.

11. Using the result of the preceding exercise, show that a parallelogram in \( \mathbb{R}^2 \) with one side parallel to a coordinate axis has area equal to its base times its height.

12. Suppose \( B \subset \mathbb{R}^d \) is a compact Jordan region and \( f \) and \( g \) continuous real valued functions on \( B \) with \( g(x) \leq f(x) \). Show that the set

\[
A = \{(x, t) \in \mathbb{R}^{d+1} : x \in B, \text{ and } g(x) \leq t \leq f(x)\}
\]

is also a Jordan region.

## 10.3 The Integral over a Jordan Region

In this section we extend the definition of the integral to cover integration over a Jordan region. We also prove an existence theorem which shows that the class of integrable functions is quite large.

### An Existence Theorem

So far we have only proved the existence of the integral for a few functions of the form \( \chi_E \). Our next objective is to prove a general existence theorem for the integral over an aligned rectangle. We will then extend this theorem to integrals over Jordan regions.

**Theorem 10.3.1.** Let \( f \) be a bounded function on an aligned rectangle \( R \). If the set of points of \( R \) at which \( f \) is not continuous is a set of volume 0, then \( f \) is integrable on \( R \).

**Proof.** Let \( E \) be the set of points of \( R \) at which \( f \) is not continuous. Since \( E \) is a set of volume 0, its outer volume \( V(E) \) is 0. Hence, given \( \epsilon > 0 \), there is a partition \( P \) of \( R \) such that \( U(\chi_E, P) < \epsilon/(4M) \), where \( M \) is the sup of \( |f| \) on \( R \). If \( A \) is the union of the subrectangles for \( P \) which meet \( E \), then this means that

\[
V(A) = U(\chi_E, P) < \frac{\epsilon}{4M}.
\]

Let \( B \) be the union of the subrectangles for \( P \) which do not meet \( E \). Note that \( A \cup B = R \) and \( B \) is a closed, bounded (hence compact) set on which \( f \)
is continuous. Hence, $f$ is uniformly continuous on $B$ by Theorem 8.2.12. This implies that we may choose a $\delta > 0$ such that

$$|f(x) - f(y)| < \frac{\epsilon}{2V(R)} \quad \text{whenever} \quad ||x - y|| < \delta.$$  

We next choose a refinement $Q$ for the partition $P$ in such a way that the diameter of each subrectangle for $Q$ is at most $\delta$. If $R_1, R_2, \cdots, R_n$ is a list of the subrectangles for $Q$, then each $R_j$ is either in $A$ or in $B$. We let $S$ be the set of integers $j$ in $[1, n]$ such that $R_j \subset A$ and $T$ the set of integers $j$ in this interval such that $R_j \subset B$. If $M_j$ and $m_j$ are the sup and inf of $f$ on $R_j$, then

$$U(f, Q) - L(f, Q) = \sum_{j=1}^{n} (M_j - m_j)V(R_j)$$

$$\leq 2MV(A) + \frac{\epsilon}{2V(R)}V(B) < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.$$  

In view of Theorem 10.1.7, the proof is complete. \qed

The Integral over a Jordan Region

**Definition 10.3.2.** Let $A$ be a Jordan region and $f$ a bounded function defined on a set containing $A$. We define a new function $f_A$, with domain all of $\mathbb{R}^d$, as follows:

$$f_A(x) = \begin{cases} f(x) & \text{if } x \in A \\ 0 & \text{if } x \in \mathbb{R}^d \setminus A. \end{cases}$$

Thus, $f_A$ is a function defined on all of $\mathbb{R}^d$. It agrees with $f$ on $A$ and is 0 on the complement of $A$. Note that $f$ may be originally defined on a larger set than $A$ or it may be defined just on $A$. In the definition of $f_A$, it doesn’t matter.

**Example 10.3.3.** Let $A = D_1(0, 0)$ in $\mathbb{R}^2$. Find $f_A$ and $g_A$ if $f$ is defined on $\mathbb{R}^2$ by $f(x, y) = x^2 + y^2$ and $g$ is defined on $A$ by $g(x, y) = \sqrt{1 - x^2 - y^2}$.

**Solution:** From the above definition, we have

$$f_A(x, y) = \begin{cases} x^2 + y^2 & \text{if } (x, y) \in D_1(0) \\ 0 & \text{if } (x, y) \notin D_1(0). \end{cases}$$

and

$$g_A(x, y) = \begin{cases} \sqrt{1 - x^2 - y^2} & \text{if } (x, y) \in D_1(0) \\ 0 & \text{if } (x, y) \notin D_1(0). \end{cases}$$

Note that here $f$ is defined originally on all of $\mathbb{R}^2$ while $g$ is defined only on $A$.  


Definition 10.3.4. With $A$, $f$, and $f_A$ as in the preceding definition, let $R$ be an aligned rectangle containing $A$. If $f_A$ is integrable on $R$ we say $f$ is integrable on $A$ and we write

$$\int_A f(x)dV(x) = \int_R f_A(x)dV(x).$$

Implicit in the above definition is the assumption that $\int_R f_A(x)dV(x)$ does not depend on which rectangle $R$ is chosen, as long as it contains $A$. We leave the proof of this to the exercises.

If $A$ happens to be an aligned rectangle, then one choice for $R$ in the above definition is $R = A$. Then $f = f_A$ on the rectangle $R$ and

$$\int_A f(x)dV(x) = \int_R f_A(x)dV(x) = \int_R f(x)dV(x),$$

where, on the right, the integral over $R$ is the one defined in Section 10.1, while the one on the left is our new definition of the integral over a Jordan region. Fortunately, the two agree.

Existence of the Integral over a Jordan Region

Theorem 10.3.5. Let $A$ be a Jordan region and $f$ a bounded function defined on $A$. If the set $E$ of points of $A$ at which $f$ is not continuous is a set of volume 0, then $f$ is integrable on $A$.

Proof. Since both $E$ and $\partial A$ are sets of volume 0, their union $F = E \cup \partial A$ is also. We choose an aligned rectangle $R$ such that $\overline{A} \subset R$. Then $f_A$ is continuous on $R \setminus F$. It follows from Theorem 10.3.1 that $f_A$ is integrable on $R$ and, by definition, $f$ is integrable on $A$.

Properties of the Integral

For integrals over rectangles, the following theorem is Exercise 10.1.6. The extension of this result to integrals over Jordan regions is left to the exercises.

Theorem 10.3.6. If $A$ is a Jordan region and $f$ and $g$ are integrable functions on $A$, then $fg$ is also integrable on $A$.

Example 10.3.7. Prove that if $B \subset A$ and $A$ and $B$ are Jordan regions, then each function $f$ which is integrable on $A$ is also integrable on $B$.

Solution: This follows immediately from the preceding theorem and the observation that $f_B = \chi_B f_A$.

The next three theorems follow from Theorems 10.1.10, 10.1.11, and 10.3.6 and some observations about the passage from $f$ to $f_A$. We leave the details to the exercises.

Theorem 10.3.8. Let $A$ be a Jordan region, $f$ and $g$ integrable functions on $A$ and $c$ a scalar constant. Then $f + g$ and $cf$ are integrable on $A$, and
(a) \( \int_A 1 \, dV(x) = V(A) \);

(b) \( \int_A (f(x) + g(x))dV(x) = \int_A f(x)dV(x) + \int_A g(x)dV(x) \);

(c) \( \int_A cf(x)dV(x) = c\int_A f(x)dV(x) \).

Parts (b) and (c) mean that the integral over \( A \) is a linear transformation.

**Theorem 10.3.9.** Let \( A \) and \( B \) be Jordan regions with \( V(A \cap B) = 0 \) and let \( f \) be a bounded function on \( A \cup B \). Then \( f \) is integrable on \( A \) and on \( B \) if and only if it is integrable on \( A \cup B \). In this case,

\[
\int_{A \cup B} f(x)dV(x) = \int_A f(x)dV(x) + \int_B f(x)dV(x).
\]

**Theorem 10.3.10.** If \( A \) is a Jordan region and \( f \) and \( g \) are integrable functions on \( A \) with \( f(x) \leq g(x) \) for all \( x \in A \), then

\[
\int_A f(x)dV(x) \leq \int_A g(x)dV(x).
\]

**Integral of a Sequence**

**Theorem 10.3.11.** Let \( A \) be a Jordan region and \( \{f_n\} \) a sequence of integrable functions on \( A \). If \( \{f_n\} \) converges uniformly on \( A \) to a function \( f \), then \( f \) is integrable and

\[
\lim_{n \to \infty} \int_A f_n(x)dV(x) = \int_A f(x)dV(x).
\]

**Proof.** We prove this first in the case where \( A \) is an aligned rectangle \( R \).

Given \( \epsilon > 0 \), there is an \( N \) such that \( |f(x) - f_n(x)| < \epsilon/V(A) \) whenever \( x \in R \) and \( n \geq N \). This means that, for \( n \geq N \),

\[
f_n(x) - \frac{\epsilon}{V(R)} < f(x) < f_n(x) + \frac{\epsilon}{V(R)},
\]

for all \( x \in R \). By Theorem 10.1.11 this implies that

\[
\int_R (f_n(x) - \epsilon/V(R))dV(x) \leq \int_R f(x)dV(x) \leq \int_R f_n(x) + \epsilon/V(R)dV(x).
\]

Since \( f_n \) and the constant \( \epsilon/(2V(R)) \) are integrable, their upper and lower integrals are the same and are equal to their integrals. Thus,

\[
\int_R f_n(x)dV(x) - \epsilon \leq \int_R f(x)dV(x) \leq \int_R f(x)dV(x) \leq \int_R f_n(x)dV(x) + \epsilon.
\]
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Since $\epsilon$ is an arbitrary positive number, we conclude that

$$\int_R f(x)dV(x) = \int_R f(x)dV(x)$$

and, hence, that $f$ is integrable on $R$. These inequalities also show that

$$\left| \int_R f_n(x)dV(x) - \int_R f(x)dV(x) \right| < \epsilon \text{ whenever } n \geq N.$$ 

Thus, $\lim_{R} f_n(x)dV(x) = f(x)dV(x)$.

Now if $A$ is not an aligned rectangle, we simply choose an aligned rectangle $R$ which contains $A$ and replace $f$ and $f_n$ by $f_A$ and $(f_n)_A$ in the above argument. We note that $\{(f_n)_A\}$ converges uniformly to $f_A$ on $R$ if $\{f_n\}$ converges uniformly to $f$ on $A$. The conclusion is that $f_A$ is integrable on $R$ and

$$\lim_{A} f_n(x)dV(x) = f(x)dV(x).$$

**Example 10.3.12.** Show that if $f$ is a bounded function on a Jordan region $A$ and if $\{x \in A : f(x) < r\}$ is a Jordan region for each $r \in \mathbb{R}$, then $f$ is integrable on $A$.

**Solution:** Since $f$ is bounded, there is an $M > 0$ such that $-M < f(x) < M$ for all $x \in A$. We set

$$g(x) = \frac{f(x) + M}{2M} \text{ so that } f(x) = 2Mg(x) - M.$$ 

The function $g$ also satisfies the hypothesis of the theorem, and $0 < g(x) < 1$ for all $x \in A$. We will show that $g$ is integrable. This clearly implies that $f$ is integrable.

We will show that $g$ is integrable by expressing it as a uniform limit of a sequence of integrable functions. This sequence is constructed as follows. For each positive integer $n$ and each positive integer $k \leq n$, we set

$$E(n, k) = \{x \in A : (k - 1)/n \leq f(x) < k/n\}$$

$$= \{x \in A : f(x) < k/n\} \setminus \{x \in A : f(x) < (k - 1)/n\}.$$ 

By hypothesis, $E(n,k)$ is a Jordan region and so $\chi_{E(n,k)}$ is integrable. Also, for each $n$, $A = \bigcup_{k=1}^{n} E(n, k)$. We define an integrable function $g_n$ on $A$ by

$$g_n(x) = \sum_{k=1}^{n} \frac{k - 1}{n} \chi_{E(n,k)}.$$
That is, \[ g_n(x) = \frac{k-1}{n} \text{ if } x \in E(n,k). \]

Since \( g_n \) is a linear combination of integrable functions, it is integrable. Also
\[ 0 \geq g(x) - g_n(x) < k/n - (k-1)/n = 1/n \text{ if } x \in E(n,k). \]

Since every \( x \in A \) is in \( E(n,k) \) for some \( k \), we conclude that
\[ |g(x) - g_n(x)| < 1/n \text{ for all } x \in A. \]

This implies that \( \{g_n\} \) converges uniformly to \( g \) on \( A \). By the previous theorem, \( g \) is integrable on \( A \). Hence, \( f \) is integrable on \( A \).

**Exercise Set 10.3**

1. Prove that the integral \( \int_R f_A(x)dV(x) \) that appears in Definition 10.3.4 does not depend on the choice of \( R \) as long as \( R \) contains \( A \).

2. Prove Theorem 10.3.6. You may use the result of Exercise 10.1.6.

3. Prove Theorem 10.3.8.

4. Prove Theorem 10.3.9.

5. Prove Theorem 10.3.10.

6. Prove that if \( A \) and \( B \) are Jordan regions with \( B \subseteq A \) and \( f \) is a non-negative integrable function on \( A \), then \( \int_B f(x)dV(x) \leq \int_A f(x)dV(x) \).

7. Prove that if \( f \) is an integrable function on a Jordan region \( A \), then \( |f| \) is integrable and
\[ \left| \int_A f(x)dV(x) \right| \leq \int_A |f(x)|dV(x). \]

8. Let \( A \) be a Jordan region and \( f \) an integrable function on \( A \). For each \( x \in A \) define \( f^+(x) \) and \( f^-(x) \) by
\[ f^+(x) = \max\{f(x),0\} \quad \text{and} \quad f^-(x) = \max\{-f(x),0\} = (-f(x))^+. \]

Prove that \( f^+ \) and \( f^- \) are non-negative functions on \( A \) with \( f = f^+ - f^- \) and \( |f| = f^+ + f^- \). Then prove that \( f^+ \) and \( f^- \) are integrable.

9. Prove that if \( f \) is a bounded function on a set \( A \) of volume 0, then \( f \) is integrable on \( A \) and \( \int_A f(x)dV(x) = 0 \).

10. Let \( A \) be a Jordan region and \( f \) an integrable function on \( A \). The average value of \( f \) on \( A \) is defined to be the number
\[ \text{avg}(f,A) = \frac{1}{V(A)} \int_A f(x)dV(x). \]

If \( A \) is compact and connected and \( f \) is continuous on \( A \), prove that there is a point \( x_0 \in A \) at which \( f(x_0) = \text{avg}(f,A) \).
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11. Suppose $A$ is a Jordan region in $\mathbb{R}^d$ and $g_k$ is an integrable function on $A$ for $k = 1, 2, \ldots$. Prove that if

$$g(x) = \sum_{k=1}^{\infty} g_k(x),$$

where this series converges uniformly on $A$, then $g$ is integrable and

$$\int_A g(x)dV(x) = \sum_{k=1}^{\infty} \int_A g_k(x)dV(x).$$

12. Prove that the function $g$ on $\mathbb{R}^2$, defined by

$$g(x, y) = \sum_{k=1}^{\infty} \frac{1}{k^2} \sin(kx) \sin(ky),$$

is integrable on any Jordan region in $\mathbb{R}^2$.

10.4 Iterated Integrals

Integrals of functions of a single variable may be calculated exactly in a wide range of situations. The theorem that makes this possible is the fundamental theorem of calculus. We calculate an integral by finding (if we can) an antiderivative for the integrand, then evaluating at the endpoints and subtracting. Fortunately, there is a theorem which often makes it possible to use this same procedure to compute integrals in several variables. This theorem is Fubini’s theorem, and it tells us that, in many situations, we may calculate an integral in several variables by integrating with respect to one variable at a time.

An Additivity Lemma

We begin our discussion of Fubini’s theorem with a lemma that will play an important role in the proof.

Theorem 10.3.9 says that if $A$ and $B$ are Jordan regions with $V(A \cap B) = 0$, then the integral of an integrable function over $A \cup B$ is the sum of the integrals of the function over $A$ and over $B$. If $f$ is not integrable, only bounded, the analogous result holds for the upper integral of $f$ and for the lower integral of $f$. We will only need the following special case of this result.

Lemma 10.4.1. Suppose $R = [a_1, b_1] \times [a_2, b_2] \times \cdots \times [a_d, b_d]$ is an aligned rectangle in $\mathbb{R}^d$ and $f$ is a bounded function on $R$. Suppose that $R = R_1 \cup R_2$, where $R_1$ and $R_2$ are obtained from $R$ by partitioning one of the intervals $[a_j, b_j]$ into two adjacent subintervals $[a_j, c]$, $[c, b_j]$ and leaving the others alone. Then

$$\int_R f(x)dV(x) = \int_{R_1} f(x)dV(x) + \int_{R_2} f(x)dV(x),$$
and
\[ \int_R f(x) dV(x) = \int_{R_1} f(x) dV(x) + \int_{R_2} f(x) dV(x). \]

**Proof.** The proof of this is exactly the same as the proof of the interval additivity theorem for the single variable integral (Theorem 5.2.7). The key to the proof is that a partition \( P_1 \) of \( R_1 \) and a partition \( P_2 \) of \( R_2 \), together form a partition \( P \) of \( R \), and this partition has the property that
\[ L(f, P) = L(f, P_1) + L(f, P_2) \quad \text{and} \quad U(f, P) = U(f, P_1) + U(f, P_2). \]
Furthermore, each partition of \( R \) has a refinement which is of this form. \( \square \)

**Fubini’s Theorem**

Let \( S \) be an aligned rectangle in \( \mathbb{R}^p \) and \( T \) an aligned rectangle in \( \mathbb{R}^q \). Let \( f \) be a bounded function on the aligned rectangle \( R = S \times T \) in \( \mathbb{R}^{p+q} \). We will denote the typical point of \( S \times T \) by \((x, y)\) where \( x \in S \) and \( y \in T \).

If we hold \( x \in S \) fixed and consider \( f(x, y) \) as a function of \( y \in T \), then this function may or may not be integrable on \( T \). In general, it will be integrable for some values of \( x \) and not for others. However, the upper and lower integrals of this function of \( y \) exist for all \( x \) and yield new functions of \( x \) on \( S \) which also have upper and lower integrals. The key step in the proof of Fubini’s theorem is the following theorem which relates these to the upper and lower integrals of \( f \) over \( S \times T \).

**Theorem 10.4.2.** With \( S, T, \) and \( f \) as above,
\[ \int_{S \times T} f(x, y) dV(x, y) \leq \int_S \int_T f(x, y) dV(y) dV(x) \leq \int_S \int_T f(x, y) dV(x) dV(y). \] (10.4.1)

**Proof.** The typical partition of \( S \times T \) has the form \( P \times Q \), where \( P \) is a partition of \( S \) and \( T \) is a partition of \( T \). Recall that a partition of \( P \) consists of a partition of each of the intervals whose cartesian product is \( S \), while a partition of \( T \) consists of a partition of each of the intervals whose cartesian product is \( T \). Taken together, these partitions yield partitions of each of the intervals whose product is \( S \times T \). It is this partition of \( S \times T \) that we denote by \( P \times Q \).

Let \( \{S_i\}_{i=1}^n \) be a list of the subrectangles of \( S \) determined by the partition \( P \) and \( \{T_j\}_{j=1}^m \) be a list of the subrectangles of \( T \) determined by the partition \( Q \). Then \( \{S_i \times T_j\}_{i,j=1}^{n,m} \) is a list of the subrectangles for the partition \( P \times Q \). Let
\[ M_{ij} = \sup_{S_i \times T_j} f \quad \text{and} \quad m_{ij} = \inf_{S_i \times T_j} f. \]

Then, for \( x \in S_i \), Theorem 10.1.11 implies
\[ m_{ij} V(T_j) \leq \int_{T_j} f(x, y) dV(y) \leq \int_{T_j} f(x, y) dV(y) \leq M_{ij} V(T_j). \]
Applying Theorem 10.1.11 again, in the variable $x$, implies

$$m_{ij}V(S_i)V(T_j) \leq \int_{S_i} \int_{T_j} f(x,y) dV(y) dV(x) \leq \int_{S_i} \int_{T_j} f(x,y) dV(y) dV(x) \leq M_{ij}V(S_i)V(T_j).$$

If we sum this inequality over $i$ and $j$, note that $V(S_i)V(T_j) = V(S_i \times T_j)$, and make repeated use of the preceding lemma, the result is

$$L(f,P \times Q) \leq \int_{S_i} \int_{T_j} f(x,y) dV(y) dV(x) \leq U(f,P \times Q)$$

Since the two expressions in the middle of this inequality give an upper bound for $\{L(f,P \times Q)\}$ and a lower bound for $\{U(f,P \times Q)\}$, and since the least upper bound for $\{L(f,P \times Q)\}$ is $\int_{S \times T} f(x,y) dV(x,y)$ and the greatest lower bound for $\{U(f,P \times Q)\}$ is $\int_{S \times T} f(x,y) dV(x,y)$, we conclude that (10.4.1) holds. 

In the case where $f$ is integrable on $S \times T$, this yields Fubini’s theorem:

**Theorem 10.4.3.** Let $S$ and $T$ be aligned rectangles in $\mathbb{R}^p$ and $\mathbb{R}^q$, respectively, and let $f$ be an integrable function on $S \times T$, then

$$\int_{S \times T} f(x,y) dV(x,y) = \int_S \int_T f(x,y) dV(y) dV(x).$$

Furthermore, if $f(x,y)$ is an integrable function of $y$ on $T$ for each fixed $x \in S$, then $\int_T f(x,y) dV(y)$ is an integrable function of $x$ on $S$, and

$$\int_{S \times T} f(x,y) dV(x,y) = \int_S \int_T f(x,y) dV(y) dV(x).$$

**Proof.** If $f$ is integrable on $S \times T$, then the first and last expressions in the string of inequalities (10.4.1) are equal. Hence, each of the inequalities in (10.4.1) is actually an equality in this case. This proves (10.4.2).

If $f(x,y)$ is an integrable function of $y$ on $T$ for each $x \in S$, then

$$\int_T f(x,y) dV(y) = \int_T f(x,y) dV(y) = \int_T f(x,y) dV(y)$$

for each $x \in S$. Then (10.4.2) implies that

$$\int_S \int_T f(x,y) dV(y) dV(x) = \int_S \int_T f(x,y) dV(y) dV(x),$$
which means that $\int_T f(x,y)\,dV(y)$ is an integrable function of $x$. Then (10.4.2) implies (10.4.3).

**Remark 10.4.4.** In (10.4.2) there is nothing special about the order in which the iterated integrals are taken. The theorem is equally valid if we integrate first with respect to $x$ and then with respect to $y$. Of course, for the analogue of (10.4.3) to be valid with the order of integration reversed, we must assume that $f(x,y)$ is an integrable function of $x$ for each fixed $y$.

This leads to the following consequence of Fubini’s Theorem.

**Theorem 10.4.5.** Let $S$ and $T$ be aligned rectangles in $\mathbb{R}^p$ and $\mathbb{R}^q$, respectively, and let $f(x,y)$ be an integrable function on $S \times T$ which is also integrable as a function of $x$ for each fixed $y$ and integrable as a function of $y$ for each fixed $x$. Then $\int_S f(x,y)\,dV(x)$ is an integrable function of $y$ on $T$ and $\int_T f(x,y)\,dV(y)$ is an integrable function of $x$ on $S$, and

$$\int_{S \times T} f(x,y)\,dV(x,y) = \int_S \int_T f(x,y)\,dV(y)\,dV(x) = \int_T \int_S f(x,y)\,dV(x)\,dV(y).$$

(10.4.4)

Note that the integrability conditions in this theorem will all be satisfied if $f$ is a continuous function on the rectangle $S \times T$.

The ability to reverse the order of integration in an iterated integral is a real advantage, as the following example shows.

**Example 10.4.6.** Find $\int_0^1 \int_0^{\sqrt{\pi}} y^3 \sin(xy^2) \,dy\,dx$.

**Solution:** Computing the inside integral looks difficult. However, if we reverse the order of integration, the inside integral is just $\int_0^1 y^3 \sin(xy^2)\,dx = y - y\cos(y^2)$ and the iterated integral becomes

$$\int_0^{\sqrt{\pi}} \int_0^1 y^3 \sin(xy^2) \,dx\,dy = \int_0^{\sqrt{\pi}} (y - y\cos(y^2))\,dy = \pi/2.$$

### Iterated Integrals over Non-rectangular Regions

A great advantage of integrals in one real variable is that we can often use the fundamental theorem of calculus to calculate them. In order to take advantage of this, we would like to interpret an integral over a Jordan region $A$ in $\mathbb{R}^d$ as the result of repeated applications of integration in one variable. Fubini’s theorem is the tool which allows us to do this.

The issue is complicated by the fact that we wish to integrate over a Jordan region, rather than over a rectangle. To do this, we replace the function $f$ to be integrated with $f_A$, where $f$ is an integrable function on $A$ (meaning $f_A$ is an integrable function on any aligned rectangle containing $A$). We then attempt to apply Fubini’s theorem repeatedly to express the integral of $f_A$ over a rectangle...
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containing $A$ as the result of a succession of single variable integrations. In order for this to work, $A$ must have a special form.

We begin with a result which is a direct application of Fubini’s theorem. It will form the basis for the induction argument in the proof of our main theorem. It concerns the case of an integral over a compact Jordan region $A \subset \mathbb{R}^{k+1}$, which is constructed as follows: Suppose there is a compact Jordan region $B \subset \mathbb{R}^k$ such that $A$ has the form

$$A = \{(x, t) : x \in B, \text{ and } \psi(x) \leq t \leq \phi(x)\},$$

where $\psi$ and $\phi$ are continuous functions on $B$. In this case, $f_A(x, t) = 0$ if $x \notin B$ or if $t \notin [\psi(x), \phi(x)]$. Then (10.4.3) implies

**Theorem 10.4.7.** With $A$, $B$, $\psi$, and $\phi$ as above and $f$ an integrable function on $A$,

$$\int_A f(x, t) \, dV(x, t) = \int_B \int_{\psi(x)}^{\phi(x)} f(x, t) \, dt \, dV(x).$$

provided $f(x, t)$ is an integrable function of $t$ on $[\psi(x), \phi(x)]$ for each $x \in B$.

If we write

$$g(x) = \int_{\psi(x)}^{\phi(x)} f(x, t) \, dt,$$

then the above theorem reduces the problem of computing $\int_A f(x, t) \, dV(x, t)$ to the problem of computing the lower dimensional integral $\int_B g(x) \, dV(x)$. This is the basis for the induction argument in the proof of Theorem 10.4.9. Before we state and prove that theorem, we need the following technical result.

**Theorem 10.4.8.** Let $A$, $B$, $\psi$, $\phi$, and $f$ be as in the previous theorem. If $f$ is continuous on $A$, then the function

$$g(x) = \int_{\psi(x)}^{\phi(x)} f(x, t) \, dt$$

is continuous on $B$.

**Proof.** Since $A$ is compact and $f$ continuous on $A$, $|f|$ has a maximum on $A$. Let $M_1$ be a positive number greater than or equal to this maximum.

Since $\psi$ and $\phi$ are continuous on $B$ and $\psi(x) \leq \phi(x)$, the non-negative function $\phi - \psi$ is also continuous and, hence, has a maximum. Let $M_2$ be a positive number greater than or equal to this maximum.

Let $x_0$ be a point of $B$. We will prove that $g$ is continuous at $x_0$. We need to consider two cases: (1) $\phi(x_0) - \psi(x_0) = 0$, and (2) $\phi(x_0) - \psi(x_0) > 0$.

In case (1), $g(x_0) = 0$. Furthermore, the continuity of $\phi - \psi$ implies that, given $\epsilon > 0$, there is a $\delta > 0$ such that

$$\phi(x) - \psi(x) < \frac{\epsilon}{M_1} \quad \text{whenever} \quad ||x - x_0|| < \delta.$$
then,
\[ |g(x) - g(x_0)| = |g(x)| = \left| \int_{\psi(x)}^{\phi(x)} f(x, t) \, dt \right| \leq M_1 (\phi(x) - \psi(x)) < \epsilon. \]

This completes the proof in case (1).

In case (2), we have \( \phi(x_0) - \psi(x_0) > 0 \). Given \( \epsilon > 0 \), we may choose a positive number \( \rho \) such that
\[ \rho < \frac{1}{2} (\phi(x_0) - \psi(x_0)) \quad \text{and} \quad \rho < \frac{\epsilon}{12 M_1}. \]

We then set \( a = \psi(x_0) + \rho \) and \( b = \phi(x_0) - \rho \). Since \( \psi \) and \( \phi \) are continuous at \( x_0 \), there is a \( \delta > 0 \) such that
\[ |\psi(x) - \psi(x_0)| < \rho \quad \text{and} \quad |\phi(x) - \phi(x_0)| < \rho, \]
whenever \( x \in B \) and \( ||x - x_0|| < \delta \). For each such \( x \), we have
\[ \psi(x) < a < b < \phi(x). \]

Also, each of the intervals \([ \psi(x), a] \) and \([ b, \phi(x) ]\) has length less than \( 2 \rho \), and so the sum of their lengths is less than \( 4 \rho \).

Since \( f \) is continuous on the compact set \( A \), it is uniformly continuous on \( A \). Hence, we may choose \( \delta \) small enough that it is also true that
\[ |f(x_1, t_1) - f(x_2, t_2)| < \frac{\epsilon}{3 M_2}, \]
whenever \( (x_1, t_1) \) and \( (x_2, t_2) \) are in \( A \) and \( ||(x_1, t_1) - (x_2, t_2)|| < \delta \). In particular,
\[ |f(x, t) - f(x_0, t)| < \frac{\epsilon}{3 M_2} \quad \text{whenever} \quad ||x - x_0|| < \delta, \]
provided that \( (x, t) \) and \( (x_0, t) \) are both in \( A \). Then,
\[
|g(x) - g(x_0)| = \left| \int_{\psi(x)}^{\phi(x)} f(x, t) \, dt - \int_{\psi(x_0)}^{\phi(x_0)} f(x_0, t) \, dt \right|
\leq \int_{\psi(x)}^{\phi(x)} |f(x, t) - f(x_0, t)| \, dt + \int_{\psi(x_0)}^{\phi(x_0)} |f(x_0, t) - f(x_0, t)| \, dt
+ \int_{a}^{b} |f(x_0, t) - f(x_0, t)| \, dt
\leq 4 \rho M_1 + \frac{\epsilon}{3 M_2} M_2 + 4 \rho M_1 = \epsilon.
\]

This completes the proof in case (2). \( \Box \)
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We can now state and prove the form of Fubini’s theorem which represents an integral over a Jordan region as the result of repeated single variable integrations.

**Theorem 10.4.9.** Suppose $f$ is an integrable function on the closed Jordan region $A$. Suppose also that $A$ is the set of $x = (x_1, \cdots, x_d) \in \mathbb{R}^d$ which satisfy the inequalities

\[
\psi_1 \leq x_1 \leq \phi_1, \\
\psi_2(x_1) \leq x_2 \leq \phi_2(x_1) \\
\vdots \\
\psi_d(x_1, \cdots, x_{d-1}) \leq x_d \leq \phi_d(x_1, \cdots, x_{d-1}),
\]

where $\psi_1$ and $\phi_1$ are numbers and $\psi_j(x_1, \cdots, x_{j-1})$ and $\phi_j(x_1, \cdots, x_{j-1})$ are continuous functions on the set of $(x_1, \cdots, x_{j-1})$ which satisfy the inequalities in this list that precede the $j$th one. Then

\[
\int_A f(x) dV(x) = \int_{\psi_1}^{\phi_1} \int_{\psi_2(x_1)}^{\phi_2(x_1)} \cdots \int_{\psi_d(x_1, \cdots, x_{d-1})}^{\phi_d(x_1, \cdots, x_{d-1})} f(x_1, \cdots, x_d) dx_d \cdots dx_1. \tag{10.4.5}
\]

provided that each of the successive iterated integrals exists. This condition is satisfied if $f$ is continuous on $A$.

**Proof.** We prove this by induction on $d$. If $d = 1$, then there is nothing to prove, since the two sides of (10.4.5) are the same integral over an interval in this case.

Now suppose the theorem is true in dimension $d - 1$. To complete the proof we need to prove that it is then true in dimension $d$. Let $A$ be a Jordan region defined by $d$ inequalities as in the hypothesis of the theorem and let $f$ be an integrable function on $A$. Let $B$ be the set defined by the first $d - 1$ of these inequalities. Then $A$, $B$, and $f$ satisfy the conditions of Theorem 10.4.7. Hence, if $x = (\tilde{x}, x_d)$ where $\tilde{x} = (x_1, \cdots, x_{d-1})$, and $f(\tilde{x}, x_d)$ is an integrable function of $x_d$ on $[\psi_d(\tilde{x}), \phi_d(\tilde{x})]$ for each $\tilde{x} \in B$, then this theorem implies that $g(\tilde{x}) = \int_{\psi_d(\tilde{x})}^{\phi_d(\tilde{x})} f(\tilde{x}, x_d) dx_d$ is integrable on $B$ and

\[
\int_A f(x) dV(x) = \int_B \int_{\psi_d(\tilde{x})}^{\phi_d(\tilde{x})} f(\tilde{x}, x_d) dx_d dV(\tilde{x}). \tag{10.4.6}
\]

Now the set $B$ and the function $g$ satisfy the conditions of our theorem in dimension $d - 1$. Since we are assuming the theorem is true in dimension $d - 1$, we have

\[
\int_B g(\tilde{x}) dV(\tilde{x}) = \int_{\psi_1}^{\phi_1} \int_{\psi_2(x_1)}^{\phi_2(x_1)} \cdots \int_{\psi_d(x_1, \cdots, x_{d-2})}^{\phi_d(x_1, \cdots, x_{d-2})} g(x_1, \cdots, x_{d-1}) dx_{d-1} \cdots dx_1.
\]
If we combine this with (10.4.6), the result is (10.4.5).

It remains to prove that each of the successive iterated integrals exists if \( f \) is continuous on \( A \). However, this also follows from induction on \( d \). It is clearly true if \( d = 1 \) since a continuous function on an interval is integrable. Assuming it is true in dimension \( d - 1 \), then if \( f \) is continuous on an \( A \) of the form describe in the theorem in dimension \( d \), we conclude that \( f \) is continuous, hence, integrable in its last variable and the function \( g \), defined by integrating in this last variable is continuous on the corresponding set \( B \) by Theorem 10.4.8. Since we are assuming the result to be true in dimension \( d - 1 \), we conclude that each of the successive iterated integrals of \( g \) exists. Hence, the same thing is true of \( f \).

\[ \square \]

**Example 10.4.10.** Find \( \int_A xyz \, dV(x,y,z) \) if \( A \) is the Jordan region in \( \mathbb{R}^3 \) defined by the inequalities \( 0 \leq x \leq 1, \ 0 \leq y \leq x, \ 0 \leq z \leq 1 - x^2 \).

**Solution:** According to the previous theorem,

\[
\int_A xyz \, dV(x,y,z) = \int_0^1 \int_0^x \int_0^{1-x^2} xyz \, dz \, dy \, dx
\]

\[
= \int_0^1 \int_0^x \frac{1}{2} xy(1 - x^2)^2 \, dy \, dx
\]

\[
= \int_0^1 \frac{1}{4} x^3(1 - x^2)^2 \, dx = \frac{1}{4} \int_0^1 (x^3 - 2x^5 + x^7) \, dx
\]

\[= \frac{1}{4} \left( \frac{1}{4} - \frac{1}{3} + \frac{1}{8} \right) = \frac{1}{96}. \]

**Exercise Set 10.4**

1. Find the integral of the function \( g \) of Exercise 10.3.12 over the square \( [-\pi, \pi] \times [-\pi, \pi] \).

2. Evaluate \( \int_0^1 \int_0^1 \frac{y^3x}{(1 + y^2x^2)^2} \, dy \, dx \).

3. Find the area of the triangle \( \Delta \) with vertices at \((0,0),(a,0),(a,b)\) by calculating \( \int_{\Delta} 1 \, dV(x,y) \) (use Theorem 10.4.9).

4. Calculate the area of a disc of radius one by representing it as the integral of 1 over the disc, expressing this integral as an iterated integral, and then evaluating this iterated integral.

5. Interpret the iterated integral \( \int_0^1 \int_{x^2}^x (x^2+y^2) \, dy \, dx \) as an integral of \( x^2+y^2 \) over a certain Jordan region in \( \mathbb{R}^2 \). This, in turn, is equal to a certain iterated integral, first with respect to \( x \) and then with respect to \( y \). Describe this integral and then evaluate it.
6. Write down an integral in $\mathbb{R}^3$ which represents the volume of a sphere of radius 1. Then express this as a triple iterated integral. You do not need to evaluate this integral.

7. Find $\int_A x \, dV(x, y, z)$ if $A$ is defined by the inequalities
   \begin{align*}
   0 &\leq x \leq 1, \\
   0 &\leq y \leq x^2, \\
   0 &\leq z \leq x + y.
   \end{align*}

8. Show that if $f$ and $g$ are continuous real valued functions on a Jordan region $B \subset \mathbb{R}^d$ and $g(x) \leq f(x)$ for all $x \in B$, then the Jordan region $A = \{(x, t) \in \mathbb{R}^{d+1} : x \in B \text{ and } g(x) \leq t \leq f(x)\}$ of Exercise 10.2.12 has volume
   \[ V(A) = \int_B (f(x) - g(x)) \, dV(x). \]

9. Prove that if $A$ is any bounded subset of $\mathbb{R}^p$ and $B$ is a subset of $\mathbb{R}^q$ of volume 0, then $A \times B$ is a subset of $\mathbb{R}^{p+q}$ of volume 0. Use this to prove that the Cartesian product $A \times B$ of two Jordan regions is a Jordan region.

10. Use Fubini’s theorem and the previous exercise to prove that if $A \subset \mathbb{R}^p$ and $B \subset \mathbb{R}^q$ are Jordan regions, then $V(A \times B) = V(A)V(B)$.

11. Suppose $A$ is a compact Jordan region in $\mathbb{R}^p$, $B$ is a compact subset of $\mathbb{R}^q$, and $f$ is a continuous function on $B \times A$. Prove that $\int_A f(x, y) \, dV(y)$ is a continuous function of $x$ on $B$. Hint: this is similar to but not exactly the same as Theorem 10.4.8.

12. Prove that if $f(t, x)$ is a continuous function on $I \times A$, where $I$ is an open interval in $\mathbb{R}$ and $A$ is a compact Jordan region in $\mathbb{R}^d$, and if $\frac{\partial f}{\partial t}(t, x)$ exists and is continuous on $I \times A$, then
   \[ \frac{d}{dt} \int_A f(t, x) \, dV(x) = \int_A \frac{\partial f}{\partial t}(t, x) \, dV(x). \]
   Hint: fix $t$ and consider the function
   \[ g(h, x) = \begin{cases} 
   \frac{f(t + h) - f(t)}{h} & \text{if } h \neq 0, \\
   \frac{\partial f}{\partial t}(t, x) & \text{if } h = 0.
   \end{cases} \]
   Show that this is a continuous function of $(h, x)$ on $J \times A$ for some interval $J$ containing 0 (the mean value theorem is useful in proving this). Then apply the preceding exercise.
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Recall the substitution formula (Theorem 5.3.6) from Chapter 5:

\[ \int_{a}^{b} f(g(t)) g'(t) \, dt = \int_{g(a)}^{g(b)} f(u) \, du. \]

Here, if \( I = [a, b] \) and \( J = g(I) \), then \( f \) is assumed continuous on \( J \) and \( g \) is assumed differentiable with an integrable derivative on \( I \).

This can be thought of as a change of variables formula, where \( u = g(t) \) is the transformation from the variable \( t \) to the variable \( u \), and the integral formula relates the integral of \( f \) as a function of \( u \) to an integral involving the composite function \( f \circ g \) as a function of \( t \). The formula requires an extra factor \( g'(t) \) in the integrand of the latter integral. This is related to how the transformation \( g \) changes lengths.

In this section we will derive a similar formula for integrals in several variables. In this case, the extra factor that is needed measures how the transformation changes volume.

Factorization of Matrices

We begin by studying how a linear transformation effects the volume of a Jordan region. The simple way to do this is to factor a given linear transformation as a product of elementary linear transformations whose effect on volume is easy to determine. Such a factorization is given by the process of Gauss elimination (row reduction). The elementary linear transformations in this factorization correspond to the elementary matrices as described below.

The elementary \( d \times d \) matrices are of three types:

1. The interchange matrices \( E_{ij} \). For \( i \neq j \), the interchange matrix \( E_{ij} \) is obtained from the identity matrix by interchanging its \( i \)th and \( j \)th rows.

2. The shear matrices \( S_{ij} \). For \( i \neq j \) the shear matrix \( S_{ij} \) is obtained from the identity matrix by adding its \( j \)th row to its \( i \)th row – that is, by adding a 1 to the \( ij \) position in the identity matrix.

3. The scale matrices \( T_i(a) \). For \( i = 1, \ldots, d \) and \( a \neq 0 \), \( T_i(a) \) is obtained from the identity matrix by multiplying its \( i \)th row by the scalar \( a \). – that is, it is the matrix that is \( a \) in the \( i \)th position on the main diagonal, 1 in the positions on the main diagonal and 0 in all other positions.

Note that if \( A \) is any \( d \times d \) matrix, then \( E_{ij} A \) is the result of interchanging the \( i \)th and \( j \)th rows in \( A \) and leaving the other rows unchanged, \( S_{ij} A \) is the result of adding the \( j \)th row of \( A \) to its \( i \)th row and leaving all but the \( i \)th row unchanged, while \( T_i(a) A \) is the result of multiplying the \( i \)th row of \( A \) by \( a \) and leaving the other rows unchanged.

The process of Gauss elimination is that of successively multiplying a matrix \( A \) on the left by elementary matrices until what is left is a matrix of reduced row
echelon form. In the case of a non-singular matrix \(A\) its reduced row echelon form is just the identity matrix. Thus, for each \(d \times d\) matrix \(A\) there is a matrix \(B\) which is a product of elementary matrices and satisfies \(BA = I\). Then

\[
A = B^{-1}.
\]

Note that the inverse of an elementary matrix is an elementary matrix or a product of elementary matrices (Exercise 10.5.1) and so \(B^{-1}\) is also a product of elementary matrices. Thus, we have proved

**Theorem 10.5.1.** Each non-singular \(d \times d\) matrix \(A\) is a product of matrices of the form \(E_{ij}, S_{ij}, T_i(a)\).

The determinants of the elementary matrices are easily calculated.

**Theorem 10.5.2.** For each \(i\) and each \(j \neq i\) we have \(\det E_{ij} = 1\), \(\det S_{ij} = 1\), and \(\det T_i(a) = a\).

Since the determinant is multiplicative (\(\det AB = \det A \det B\) for all pairs \(A, B\) of \(d \times d\) matrices), it follows that the determinant of a given non-singular matrix \(A\) is just the product of the scale factors \(a\) that appear in its factorization as a product of elementary matrices.

**Linear Transformations and Volume**

We wish to understand how the volume of a Jordan region is effected by a linear transformation. Some linear transformations clearly have no effect on volume. A transformation that takes each aligned rectangle to an aligned rectangle of the same volume has no effect on the volume of a Jordan region. The elementary interchanges \(E_{ij}\) have this property. The shear matrices \(S_{ij}\) also preserve volumes of Jordan regions, but the proof of this fact is a little more complicated.

**Theorem 10.5.3.** A shear transformation \(S_{ij}\) takes a Jordan region to a Jordan region of the same volume.

**Proof.** The shear matrix \(S_{12}\) on \(\mathbb{R}^2\) is the matrix

\[
\begin{pmatrix}
1 & 1 \\
0 & 1
\end{pmatrix}.
\]

It takes the aligned rectangle \([a, b] \times [c, d]\), which has vertices \((a, c), (b, c), (b, d),\) and \((a, d)\) to the parallelogram with vertices \((a + c, c), (b + c, c), b + d, d),\) and \((a + d, d).\) This parallelogram has base of length \((b + c) - (a + c) = b - a\) and height \(d - c\). Thus, its area is \((b - a)(d - c)\) (Exercise 10.2.11), which is the same as the volume of the original rectangle.

In general, an aligned rectangle \(R\) in \(\mathbb{R}^d\) for \(d > 2\) has the form \(S \times T\) where \(S\) is an aligned rectangle in \(\mathbb{R}^2\) and \(T\) is an aligned rectangle in \(\mathbb{R}^{d-2}\). The shear transformation \(S_{12}\) on \(\mathbb{R}^d\) sends this to \(P \times T\) where, by the above discussion, \(P\) is a parallelogram with the same area as \(S\). It follows from this and Exercise
10.4.10 that \( S_{12} \) sends \( R \) to a Jordan region with the same volume as \( R \). Since, for any \( i \neq j \), \( S_{ij} \) is just \( S_{12} \) composed with some elementary interchanges, it follows that it also takes an aligned rectangle to a Jordan region with the same volume.

Let \( A \) be a Jordan region, \( R \) an aligned rectangle containing \( A \), and \( P \) a partition of \( R \). Let \( R_1, R_2, \ldots, R_n \) be a list of the subrectangles of \( R \) determined by the partition \( P \). Set

\[
E = \bigcup \{ R_k : R_k \subset A \}
\]
\[
F = \bigcup \{ R_k : R_k \cap A \neq \emptyset \}.
\]

Then \( U(\chi_A, P) = V(F) \) and \( L(\chi_A, P) = V(E) \). Since \( A \) is a Jordan region, given \( \epsilon > 0 \), there is a partition \( P \) such that \( V(F) - V(E) < \epsilon \). Of course, regardless of how the partition is chosen

\[
V(E) \leq V(A) \leq V(F). \tag{10.5.1}
\]

Note \( S_{ij}F \) is the union of those \( S_{ij}R_k \) such that \( R_k \cap A \neq \emptyset \), and any two of these sets meet (if at all) in a set of volume 0. Since \( V(S_{ij}R_k) = V(R_k) \), we conclude that

\[
V(S_{ij}F) = V(F).
\]

A similar argument shows that

\[
V(S_{ij}E) = V(E).
\]

Hence,

\[
V(E) = V(S_{ij}E) \leq V(S_{ij}A) \leq V(S_{ij}F) = V(F). \tag{10.5.2}
\]

Since, \( V(F) - V(E) < \epsilon \), we conclude that

\[
V(S_{ij}A) - V(S_{ij}E) < \epsilon.
\]

Since \( \epsilon \) was arbitrary, this difference is actually 0. This proves that \( S_{ij}A \) is a Jordan region. That it has the same volume as \( A \) follows from (10.5.1) and (10.5.2).

**Theorem 10.5.4.** If \( L : \mathbb{R}^d \to \mathbb{R}^d \) is a linear transformation and \( E \) is a Jordan region, then \( L(E) \) is also a Jordan region and \( V(L(E)) = |\det L|V(E) \), where \( \det L \) denotes the determinant of the matrix corresponding to \( L \).

**Proof.** We first note that if this theorem is true for linear transformations \( L_1 \) and \( L_2 \), then it is also true for the composition \( L_1 \circ L_2 \), by the following computation:

\[
V(L_1 \circ L_2(E)) = |\det L_1|V(L_2(E))
\]
\[
= |\det L_1||\det L_2|V(E) = |\det L_1 L_2|V(E),
\]

since determinant and absolute value are both multiplicative functions.
10.5. THE CHANGE OF VARIABLES FORMULA

The elementary interchanges $E_{ij}$ and shear transformations $S_{ij}$ do not effect volume and they are matrices of determinant 1. Thus, the theorem is true for these linear transformations.

The scale matrix $T_i(a)$ takes each aligned rectangle to an aligned rectangle with edges of the same length as the original except for the $i$th edge, which has its length multiplied by $|a|$. Hence, each aligned rectangle is sent to an aligned rectangle of volume $|a|$ times the volume of the original. It follows that $T_i(a)$ takes a Jordan region to another Jordan region with volume $|a|$ times the volume of the original. Since $a = \det T_i(a)$, the theorem is true for the transformations $T_i(a)$.

Since every non-singular $d \times d$ matrix is a product of interchanges, shear transformations, and scale transformations, the theorem is true for all non-singular linear functions from $\mathbb{R}^d$ to $\mathbb{R}^d$.

If $L$ is singular, then its determinant is 0. Thus, to finish the proof, we need to show that if $L$ is a singular linear transformation, then $L(E) = 0$ for every Jordan region $E$. We leave this as an exercise.

Example 10.5.5. If $L : \mathbb{R}^2 \to \mathbb{R}^2$ is the linear transformation with matrix

\[
\begin{pmatrix}
1 & 2 \\
3 & 4 \\
\end{pmatrix}
\]

what is the area of the image of the unit disc $D_1(0,0)$ under the transformation $L$?

Solution: The unit disc has area $\pi$. By the previous theorem, its image under $L$ has area $|\det L|\pi = 2\pi$.

Example 10.5.6. What is the area of an ellipse, with two vertices at distance 3 from $(0,0)$ along the line $y = x$ and two vertices at distance 2 from $(0,0)$ along the line $y = -x$?

Solution: This ellipse may be obtained from the unit disc by first applying the transformation with matrix

\[
\begin{pmatrix}
3 & 0 \\
0 & 2 \\
\end{pmatrix}
\]

and then applying the linear transformation which is rotation through the angle $\pi/4$. The first transformation has determinant 6, while the second has determinant 1. Hence the area of the indicated ellipse is $6\pi$.

Smooth Image of a Rectangle

We will prove that, under appropriate conditions, the image of an aligned rectangle under a smooth map is a Jordan region. We first prove the theorem of a degenerate rectangle under such a map is a set of volume 0.

Theorem 10.5.7. Let $\phi$ be a one-to-one smooth transformation from an open set $U \subset \mathbb{R}^p$ to $\mathbb{R}^p$ and suppose $d\phi(x)$ is non-singular at each point of $U$. If $R$ is a degenerate aligned rectangle contained in $U$, then $\phi(R)$ is a set of volume 0 in $\mathbb{R}^p$. 
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Proof. Since $R$ is degenerate, it is a rectangle of dimension at most $p - 1$. We may as well assume that it is contained in $\mathbb{R}^{p-1} = \{x = (x_1, \ldots, x_p) : x_p = 0\}$. Let $a$ be a point of $R$. We will show first that there is a neighborhood of $b = \phi(a)$ whose intersection with $\phi(R)$ has volume 0. If we can do this for each $a \in R$, then, since $\phi(R)$ is compact, we may cover $\phi(R)$ with finitely many open sets whose intersection with $\phi(R)$ has volume 0. It follows from this that $\phi(R)$ itself has volume 0.

Since translations do not effect volume, we may as well assume that $a$ and $b = \phi(a)$ are both equal to 0. Also, since applying a non-singular linear transformation does not effect whether or not a set has volume 0, we may replace $\phi$ by $(d\phi(0))^{-1}\phi$. In other words, we may as well assume that $d\phi(0) = I$ – the identity transformation.

If $\phi = (\phi_1, \cdots, \phi_p)$, and points of $\mathbb{R}^p$ are denoted $(x, y)$ with $x \in \mathbb{R}^{p-1}$ and $y \in \mathbb{R}$, then we define $g : U \cap \mathbb{R}^{p-1} \to \mathbb{R}^{p-1}$ by

$$g(x) = (\phi_1(x, 0), \ldots, \phi_p(x, 0)).$$

Then $dg(0)$ is the upper left $(p - 1) \times (p - 1)$ subdeterminant of $d\phi(0)$ and so it too is the identity transformation. The inverse function theorem then implies that there are neighborhoods $V$ and $W$ of 0 in $\mathbb{R}^{p-1}$ such that $g$ maps $V$ onto $W$ and has a smooth inverse $g^{-1} : W \to V$. Then

$$\phi(g^{-1}(x), 0) = (x, \phi_p \circ g^{-1}(x))$$

for $x \in W$. That is, the part of $\phi(R)$ consisting of points with first coordinate in $W$ is the graph of the smooth function $\phi_p \circ g^{-1}$. It therefore has volume 0 by Example 10.2.11. This completes the proof.

Theorem 10.5.8. Let $\phi : U \to \mathbb{R}^p$ satisfy the conditions of the previous theorem. If $R$ is a rectangle in $U$, then $\phi(U)$ is a Jordan region.

Proof. If $R$ is a rectangle in $U$, then its boundary is a union of finitely many rectangles of dimension $p-1$ – that is, it is the union of finitely many degenerate rectangles. The image of each of these under $\phi$ has volume 0 by the previous theorem. Hence, $\phi(\partial R)$ has volume zero. The proof will be complete if we can show that $\partial \phi(R) = \phi(\partial R)$.

The image of $\phi$ is an open set $V$ by Exercise 9.6.8, and $\phi : U \to V$ is one-to-one and onto. Thus, $\phi$ has an inverse transformation $\phi^{-1} : V \to U$ which is a smooth transformation by the inverse mapping theorem. It is, in particular, continuous. Since both $\phi$ and $\phi^{-1}$ are continuous, a subset $A \subset U$ is open if and only if its image $\phi(A) \subset V$ is open. It follows that $\phi$ takes the interior of $R$ to the interior of $\phi(R)$ and, hence, the boundary of $R$ to the boundary of $\phi(R)$.

Integral over the Smooth Image of a Rectangle

Our next objective is to prove the change of variables formula for integration over a rectangle. We will need the following lemma, which says that the relative
error in approximating the volume of the image of a rectangle under a smooth map by the volume of its image under the differential of the map can by made arbitrarily small. In the lemma, it is crucial that we don’t allow rectangles $R$ to become too skinny. By this, we mean that we don’t want the ratio of the length of the shortest edge of $R$ to the diameter of $R$ to be too small. We will call this ratio, the aspect ratio of the rectangle.

**Lemma 10.5.9.** Let $\lambda$ and $K$ be positive constants. Let $U$ be an open subset of $\mathbb{R}^p$ and $\phi : U \to \mathbb{R}^p$ a smooth one-to-one transformation. Suppose $d\phi(a)$ is non-singular and $|\det d\phi(a)| \leq K$ for all $a \in U$. Then, given $\epsilon > 0$, there is a $\delta > 0$ such that if $R$ is a rectangle in $U$ with diameter less than $\delta$ and aspect ratio at least $\lambda$, then $|V(\phi(R)) - V(d\phi(a)R)| < \epsilon V(R)$, where $a$ is the center of the rectangle $R$.

**Proof.** Let $R$ be a rectangle in $U$ with diameter less than a positive number $\delta$ to be determined below and aspect ratio at least $\lambda$. Note that $\phi(R)$ is a Jordan region, by the previous theorem and, hence, it has volume.

Since translation does not effect volume, we may assume that the center of the rectangle $R$ is 0 and $\phi(0) = 0$. By hypothesis

$$|\det d\phi(0)| \leq K. \quad (10.5.3)$$

If $0 < \rho < 1$, then $(1 + \rho)R$ is the rectangle created from $R$ by expanding each edge in a symmetric way about its center by the factor $(1 + \rho)$. Similarly, $(1 - \rho)R$ is the rectangle created from $R$ by shrinking each edge in a symmetric way about its center by the factor $1 - \rho$. Also,

$$(1 - \rho)R \subset R \subset (1 + \rho)R,$$

and, since $d\phi(0)$ is linear,

$$(1 - \rho)d\phi(0)R \subset d\phi(0)R \subset (1 + \rho)d\phi(0)R.$$

Comparing volumes and using (10.5.3) yields,

$$V((1 + \rho)d\phi(0)R) - V((1 - \rho)d\phi(0)R) = ((1 + \rho)^d - (1 - \rho)^d)V(d\phi(0)R)$$

$$= ((1 + \rho)^d - (1 - \rho)^d)|\det d\phi(0)||V(R)| \quad (10.5.4)$$

$$\leq 2\rho d(1 + \rho)^{d-1}|\det d\phi(0)||V(R)|$$

$$\leq 2\rho dK V(R).$$

If we choose

$$\rho = \frac{\epsilon}{2dK},$$

then it follows from (10.5.4) that

$$V((1 + \rho)d\phi(0)R) - V((1 - \rho)d\phi(0)R) \leq \epsilon V(R).$$
The proof will be complete if we can show that, for small enough $\delta$, any rectangle $R$ containing 0, of diameter less than $\delta$, satisfies

$$(1 - \rho)d\phi(0)R \subset \phi(R) \subset (1 + \rho)d\phi(0)R,$$  \hfill (10.5.5)

since these containments are also satisfied with $\phi(R)$ replaced by $d\phi(0)R$.

If $x$ is any non-zero vector in $\mathbb{R}^d$, then

$$||x|| = ||(d\phi(0))^{-1}d\phi(0)x|| \leq ||(d\phi(0))^{-1}|||d\pi(0)x||.$$  

Thus, $||d\pi(0)x|| \geq ||(d\phi(0))^{-1}|||x||$. In other words, if $L$ is any line segment in $\mathbb{R}^d$, then the length of the line segment $d\phi(0)L$ is at least the factor

$$A = ||(d\phi(0))^{-1}||^{-1}$$

times the length of $L$. It follows that the distance from $d\phi(0)R$ to the complement of $(1 + \rho)d\phi(0)R$ is at least $A\rho r$, where $r$ is one half the length of the shortest edge of $R$. By the definition of the differential $d\phi(0)$, we may choose $\delta$ such that $||x|| < \delta$ and $x \in R$ implies

$$||\phi(x) - d\phi(0)x|| < A\rho||x|| < A\rho.$$  

This implies that $\phi(x) \in (1 + \rho)d\phi(0)R$. A similar argument shows that, with $\delta$ chosen as above, $x \in R$ implies that $(1 - \rho)d\phi(0)x \in \phi(R)$. Hence, (10.5.5) holds if $R$ has diameter less than $\delta$. This completes the proof.  

**Theorem 10.5.10.** Let $U$ be an open subset of $\mathbb{R}^p$ and $\phi: U \to \mathbb{R}^p$ a smooth one-to-one transformation with $d\phi$ non-singular at each point of $U$. Let $R$ be an aligned rectangle in $U$ and $f$ a continuous function on $R$. Then

$$\int_{\phi(R)} f(u) \, dV(u) = \int_R f(\phi(x)) |\det d\phi(x)| \, dV(x).$$

**Proof.** For each subrectangle $S$ of $R$ we set

$$\Delta(S) = \int_{\phi(S)} f(u) \, dV(u) - \int_S f(\phi(x)) |\det d\phi(x)| \, dV(x),$$

$$Q(S) = \frac{\Delta(S)}{V(S)}.$$

To prove the theorem, we need to show that $\Delta(R) = 0$. This is equivalent to showing that $Q(R) = 0$.

Let $h$ be the diameter of $R$ (greatest distance between two points of $R$). We will choose inductively a downwardly nested sequence $\{R_i\}_{i=0}^\infty$ of subrectangles of $R$ in such a way that $R_i$ has diameter $h/2^i$ and $|Q(R_i)| \geq |Q(R)|$. We begin by setting $R_0 = R$.

Suppose $R_0, \ldots, R_m$ have been chosen in such a way that the conditions of the previous paragraph are met. If $R_m = [a_1, b_1] \times \cdots \times [a_p, b_p]$, we partition $R_m$ by
partitioning each interval $[a_k, b_k]$ into two subintervals of equal length. There are $2^n$ subrectangles of $R_m$ for this partition and each of them has diameter $h/2^{m+1}$ since $R_m$ has diameter $h/2^m$. If $\{S_1, \cdots, S_n\}$ is a list of these subrectangles of $R_m$, then $R_m = \bigcup_j S_j$ and

$$\Delta(R_m) = \sum_{j=1}^{n} \Delta(S_j) = \sum_{j=1}^{n} Q(S_j)V(S_j).$$

For at least one of the rectangles $S_j$, we must have $|Q(S_j)| \geq |Q(R_m)|$, for if $|Q(S_j)| < |Q(R_m)|$ for all $j$, then

$$\Delta(R_m) = \sum_{j=1}^{n} Q(S_j)V(S_j) < \sum_{j=1}^{n} Q(R_m)V(S_j) = Q(R_m)V(R_m) = \Delta(R_m),$$

which is impossible. Thus, for some $j$, we have $|Q(S_j)| \geq |Q(R_m)|$. We choose $R_{m+1}$ to be an $S_j$ which satisfies this inequality. This proves by induction that a sequence $\{R_j\}$ with the required properties can be chosen.

Since the sequence $\{R_j\}$ is a downwardly nested sequence of compact sets, it has a non-empty intersection. Let $a$ be a point in this intersection.

Since $\phi$ is smooth, we may choose a neighborhood $V$ of $a$ in which $|\det d\phi(x)|$ is bounded above by a positive constant $K$. If $\lambda$ is the aspect ratio of $R$, then each of the rectangles $R_j$ has the same aspect ratio. By the previous lemma, there is a $\delta > 0$ such that each rectangle $R$ in $V$ with aspect ratio at least $\lambda$ and with diameter less than $\delta$ satisfies

$$|V(\phi(R)) - V(d\phi(b)R)| < \epsilon V(R),$$

where $b$ is the center of the rectangle $R$. These conditions will be met for all $R_j$ with $R_j \subset B_\delta(a)$. We will denote the center of $R_j$ by $a_j$. If we also choose $\delta$ small enough that

$$|f(\phi(x)) - f(\phi(y))| < \epsilon, \quad \text{and} \quad |f(\phi(x))| \det d\phi(x) - f(\phi(y))| \det d\phi(y)| < \epsilon$$

for all $x, y \in B_\delta(a)$, then

$$|\Delta(R_j)| = \left| \int_{\phi(R_j)} f(u) dV(u) - \int_{R_j} f(\phi(x)) |\det d\phi(x)|dV(x) \right|
\leq \left| \int_{\phi(R_j)} f(\phi(a_j)) dV(u) - \int_{R_j} f(\phi(a_j)) |\det d\phi(a_j)|dV(x) \right|
+ \int_{\phi(R_j)} |f(u) - f(\phi(a_j))| dV(u)
+ \int_{R_j} |f(\phi(x))| \det d\phi(x) - f(\phi(a_j)) |\det d\phi(a_j)|dV(x)
\leq |f(\phi(a_j))| |V(\phi(R_j)) - V(d\phi(a_j)R_j)| + \epsilon V(\phi(R_j)) + \epsilon V(R_j).$$
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Since $|V(\phi(R_j)) - V(\phi(a_j)R_j)| < \epsilon V(R_j)$ and $V(d\phi(R_j)) = |\det(\phi(a_j))V(R_j)|$, it follows that

$$|\Delta(R_j)| \leq \epsilon V(R_j)(|f(\phi(a_j))| + |\det d\phi(a_j)| + \epsilon + 1).$$

Since $\epsilon$ was arbitrary and $\phi(a_j) \to \phi(a)$ and $d\phi(a_j) \to d\phi(a)$ as $j \to \infty$, this implies that $Q(R_j) = \Delta(R_j)/V(R_j)$ can be made smaller than any positive number by choosing $j$ large enough. Since $Q(R) \leq Q(R_j)$ for all $j$, this implies that $Q(R) = 0$, as required.

This has the following corollary, the proof of which is left to the exercises.

**Corollary 10.5.11.** Let $U$ be an open subset of $\mathbb{R}^d$ and $\phi : U \to \mathbb{R}^d$ a smooth one-to-one transformation with non-singular differential on $U$. If $R$ is an aligned rectangle in $U$, then

$$V(\phi(R)) = \int_R |\det d\phi(x)| \, dV(x).$$

Furthermore, if $M = \sup_R |\det d\phi|$ and $m = \inf_R |\det d\phi|$, then

$$mV(R) \leq V(\phi(R)) \leq MV(R).$$

**Integral over the Smooth Image of a Jordan Region**

We can now prove the general change of variables formula. The proof uses the following lemma, which follows easily from the previous corollary. The proof is left to the exercises.

**Lemma 10.5.12.** If $\phi : U \to \mathbb{R}^d$ is a smooth one-to-one function with non-singular on $U$ and if $K \subset U$ is a compact set of volume 0, then $\phi(K)$ is also a set of volume 0.

**Theorem 10.5.13.** Let $A$ be a compact Jordan region contained in an open set $U \subset \mathbb{R}^d$. Let $\phi : U \to \mathbb{R}^d$ be a smooth one-to-one function with a differential which is non-singular on $A$, and let $f$ be a function which is bounded on $\phi(A)$ and continuous except on a subset $E$ of $\phi(A)$ of volume 0. Then, $\phi(A)$ is a Jordan region, $f$ is integrable on $\phi(A)$, $f \circ \phi$ is integrable on $A$ and

$$\int_{\phi(A)} f(u) \, dV(u) = \int_A f(\phi(x))|\det \phi(x)| \, dV(x).$$

**Proof.** Let $V = \phi(U)$. By the inverse function theorem, $V$ is an open set and $\phi^{-1} : V \to U$ is a smooth function with non-singular differential.

The boundary of $A$ is a set of volume 0 since $A$ is a Jordan region. Since $\phi$ and $\phi^{-1}$ are both continuous, $\phi(\partial A) = \phi(\partial A)$. It follows from the previous lemma that $\phi(\partial A)$ is also a set of volume 0 and, hence, that $\phi(A)$ is a Jordan region. Hence, we may extend $f$ to be 0 on the complement of $\phi(A)$ in $V$ and
it will still be a function which is continuous except on a set of volume 0. It
follows from Theorem 10.3.5 that \( f \) is integrable on \( \phi(A) \).

Let \( K \) be the closure of \( \partial \phi(A) \cup E \). Then \( f \), extended to be 0 on the
complement of \( \phi(A) \), is continuous on the complement of \( K \). The set \( K \) has
volume 0. Hence, by the previous lemma, \( \phi^{-1}(K) \) is a set of volume 0. Since
\( f \circ \phi \) is continuous on \( U \) except at points of \( \phi^{-1}(K) \), it follows that \( f \circ \phi \) is
integrable on \( A \).

Let \( \epsilon \) be any positive number. Let \( R \) be a rectangle containing \( A \) and \( P \) a
partition of \( R \). We choose \( P \) so that \( R_1, R_2, \ldots, R_n \) is a list of those rectangles
for this partition which are contained in \( U \). If the partition is fine enough, then
it will be true that \( A \subset \cup_j R_j \). Also, the partition may be chosen fine enough
that, if \( S \) is the set of \( j \) for which \( R_j \cap K \neq \emptyset \), then
\[
\sum_{j \in S} V(R_j) < \epsilon.
\]

If \( K \cap R_j = \emptyset \), then either \( A \cap R_j = \emptyset \) or \( R_j \) is a rectangle contained in the
interior of \( A \) and \( f \) is continuous on \( \phi(R_j) \). If the latter is true, then
\[
\int_{\phi(R_j)} f(u) \, dV(u) = \int_{R_j} f(\phi(x)) |\det \phi(x)| \, dV(x).
\]
Since \( f \) is 0 on the complement of \( \phi(A) \), we have
\[
\left| \int_{\phi(A)} f(u) \, dV(u) - \int_{A} f(\phi(x)) |\det \phi(x)| \, dV(x) \right|
= \left| \sum_{j} \left( \int_{\phi(R_j)} f(u) \, dV(u) - \int_{R_j} f(\phi(x)) |\det \phi(x)| \, dV(x) \right) \right|
= \sum_{j \in S} \left( \int_{\phi(R_j)} f(u) \, dV(u) - \int_{R_j} f(\phi(x)) |\det \phi(x)| \, dV(x) \right)
\leq \sum_{j \in S} \left( M \int_{\phi(R_j)} dV(u) + \int_{R_j} MK \, dV(x) \right)
= \sum_{j \in S} (MV(\phi(R_j) + MKV(R_j)) \leq 2MK \epsilon.
\]

where \( M = \sup_A |f(\phi(x))| \) and \( K = \sup_A |\det \phi(x)| \). Since, \( \epsilon \) is arbitrary, this
implies the equality of the theorem. \( \square \)

**Remark 10.5.14.** Although, as stated, the above theorem requires that \( d\phi \) be
non-singular on all of the Jordan region \( A \), in practice we apply it in situations
where there are points on the boundary of \( A \) where \( d\phi \) is singular. The theorem
can be made to apply to such situations by replacing \( A \) with a slightly smaller
region \( A_{\epsilon} \) which does not contain these points and for which both \( A \setminus A_{\epsilon} \) and
its image under $\phi$ have outer volume less than $\epsilon$. If this can be done for each $\epsilon > 0$, then the theorem still applies. The details of this argument are left to the exercises.

The change of variables theorem has the following corollary, the proof of which is left to the exercises.

**Corollary 10.5.15.** Let $U$ be an open set in $\mathbb{R}^d$ and $\phi: U \to \mathbb{R}^d$ a smooth one-to-one function with non-singular differential on $U$. If $A \subset U$ is a compact Jordan region in $U$, prove that

$$V(\phi(A)) = \int_A |d\phi(x)| dV(x).$$

**Example 10.5.16.** Use the preceding corollary to find the area enclosed by an ellipse with major and minor axes of lengths $2a$ and $2b$.

**Solution:** Such an ellipse has equation $x^2/a^2 + y^2/b^2 = 1$. The region it encloses is the image of the square $\{(t, \theta): 0 \leq r \leq 1, 0 \leq \theta \leq 2\pi\}$, under the transformation $\phi(t, \theta) = (at \cos \theta, bt \sin \theta)$. The differential of this map is

$$d\phi(t, \theta) = \begin{pmatrix} a \cos \theta & -at \sin \theta \\ b \sin \theta & bt \cos \theta \end{pmatrix}.$$ 

The determinant of this matrix is $abt$, which is non-zero except at $t = 0$. By Remark 10.5.14, this singularity at $t = 0$ does not affect the applicability of the change of variables formula. Thus, the area we seek is, by the previous corollary and Fubini’s Theorem,

$$\int_0^{2\pi} \int_0^1 abt \, dt \, d\theta = \pi ab.$$

**Example 10.5.17.** Find $\int_0^1 \int_0^{\sqrt{1-x^2}} \cos(x^2 + y^2) \, dy \, dx$.

**Solution:** By Fubini’s theorem, this integral is

$$\int_D \cos(x^2 + y^2) \, dV(x, y).$$

If we change to polar coordinates using the transformation

$$\phi(r, \theta) = (r \cos \theta, r \sin \theta),$$

then $\det d\phi(r, \theta) = r$ and $D = \phi(R)$, where $R$ is the rectangle $[0, 1] \times [0, 2\pi]$. On $R$, $\phi$ is smooth with non-singular differential except when $t = 0$, and so Theorem 10.5.13 applies (as modified by Remark 10.5.14). Hence,

$$\int_{\phi(R)} \cos(x^2 + y^2) \, dV(x, y) = \int_R \cos(r^2) \, rdrd\theta.$$

Applying Fubini’s theorem again yields

$$\int_0^1 \int_0^{\sqrt{1-x^2}} \cos(x^2 + y^2) \, dy \, dx = \int_0^1 \int_0^{2\pi} \cos(r^2) \, rdrd\theta = \pi \sin 1.$$
Exercise Set 10.5

1. Compute the inverse of each elementary matrix $E_{ij}$, $S_{ij}$, and $T_i(a)$. Show that each inverse is itself an elementary matrix or a product of elementary matrices.

2. Show that if $E$ is a Jordan region and $L$ is a linear transformation whose matrix is singular, then $L(E)$ has volume 0.

3. Let $u$ and $v$ be two vectors in the plane and define $\phi : \mathbb{R}^2 \to \mathbb{R}^2$ by $\phi(s, t) = su + tv$. Let $A$ be the parallelogram which is the image of $[0, 1] \times [0, 1]$ under $\phi$. If $f$ is a continuous function on $A$, express $\int_A f(x, y) \, dV(x, y)$ as an integral over $[0, 1] \times [0, 1]$.

4. Use the result of the previous exercise to find a formula for the area of the parallelogram determined by two vectors $u$ and $v$.

5. An orthogonal transformation is a linear transformation $A$ that preserves inner products – that is, $Au \cdot Av = u \cdot v$ for each pair of vectors $u, v$. Note that a rotation is an orthogonal transformation. Prove that a $d \times d$ orthogonal transformation preserves volume in $\mathbb{R}^d$.

6. Prove the claim made in Remark 10.5.14.

7. Compute $\int_0^a \int_0^{\sqrt{a^2-x^2}} e^{x^2+y^2} \, dy \, dx$.

8. Let $A = \{(x, y) \in \mathbb{R}^2 : x \geq 0, y \geq 0, x^2 + y^2 \leq 4, x^2 - y^2 \geq 1\}$. Compute $\int_A \frac{xy}{x^2 + y^2} \, dV(x, y)$ by making a change of variables $u = x^2 + y^2, v = x^2 - y^2$ for $x \geq 0, y \geq 0$.

9. Compute the volume of a sphere $S$ of radius $r$ by computing the integral $\int_S 1 \, dV(x)$. Compute this integral by first converting to spherical coordinates.

10. Compute the volume of a right circular cone with height $h$ and radius $a$. Hint: such a cone can be described in cylindrical coordinates as the set of points $\{(r, \theta, z) : 0 \leq r \leq \frac{a}{h}z, 0 \leq \theta \leq 2\pi\}$. Here $x = r \cos \theta, y = r \sin \theta, z = z$ describes the transformation from cylindrical to rectangular coordinates.

11. Show by example that the conclusion of Theorem 10.5.13 does not hold if the function $\phi$ is not one-to-one on $A$. 

10.5. THE CHANGE OF VARIABLES FORMULA
12. Prove Corollary 10.5.11

13. Prove Lemma 10.5.12.