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[^0]However, the assumptions of homogeneity and isotropy are no longer valid when the detailed microstructure of cortex is taken into account. In fact, cortex has a distinctly crystalline-like structure at the millimeter length-scale [26]. This is exemplified by the distribution of cytochrome oxidase (CO) blobs found in the primary visual cortex (V1) of cats and primates. These regions, which are about 0.2 mm in diameter and about 0.6 mm apart, coincide with cells that are more metabolically active in response to visual stimuli, and hence richer in their levels of CO [25]. Moreover, the distribution of the CO blobs is correlated with a number of periodically repeating feature maps in which local populations of neurons respond preferentially to stimuli with particular properties such as orientation, spatial frequency and left/right eye (ocular) dominance [36,43]. It has thus been suggested that the CO blobs are the sites of functionally and anatomically distinct channels of visual processing [28,41]. Another manifestation of the crystalline-like structure of cortex is the distribution of singularities or so-called pinwheels in the orientation preference map, where the scatter or rate of change of differing orientation preference label is much higher, so that there is a weakening of orientation selectivity at the population level. Away from the pinwheels there exist approximate linear zones within which iso-orientation regions form parallel slabs. The linear zones tend to cross the borders of ocular dominance stripes at right angles, whereas the pinwheels tend to align with the centers of ocular dominance stripes. CO blobs are also located in the centers of ocular dominance stripes and have a strong association with about half of the orientation singularities. All of these features can be seen in Fig. 1.

The periodic structure of visual cortex is reflected anatomically by the horizontally spreading connectional fields made by pyramidal neurons in the superficial layers of V1 (see Fig. 2). By matching anatomical projections with optically imaged feature maps, it has been shown that these horizontal connections, which extend several millimeters in cortex and are broken into discrete patches with a very regular size and spacing [23,24,38], tend to link neurons having common functional properties as determined, for example, by their proximity to CO blobs [7,31,49,50]. The patchy nature of the horizontal connections immediately implies breaking of continuous rotation symmetry but not necessarily continuous translation symmetry. For it is possible that the horizontal connections are still homogeneous, depending only on the relative location of two points in cortex. However, there is growing evidence that there exist inhomogeneities that break continuous translation symmetry as well. For example, an interesting recent experimental finding is that some cells located within intermediate distances from CO blobs have very little in the way of horizontal connections [50], thus leading to an effective reduction in connectivity at the population level. This suggests that there is a spatially periodic variation in the overall strength or range of the horizontal connections that is correlated with the location of CO blobs. Another possible source of periodic inhomogeneity arises from the anisotropy in the patchy connectional field as seen in Fig. 2. In some animals the direction of anisotropy is


Fig. 1. Map of iso-orientation contours (light gray lines), ocular dominance boundaries (dark gray lines) and CO blob regions (shaded areas) of macaque V1. Redrawn from [5].


Fig. 2. Reconstruction of a tangential section through layers $2 / 3$ of macaque area V1, showing a CTB injection site and surrounding transported orthograde and retrograde label. Redrawn from [30].
correlated with the orientation preference map and thus rotates periodically across cortex [7]. Although the visual cortex is the most studied region of the brain, there is growing evidence that analogous periodic structures appear in other cortical areas such as the rat barrel cortex [2] and auditory cortex [37]. A particularly striking example is found in the prefrontal cortex [27,32]. Here pyramidal cells in superficial layers are segregated into stripes that are mutually connected via horizontally projecting axon collaterals, whereas neurons within the gaps between stripes do not have horizontal connections. The functional role of these stripes is currently unknown.

In this paper we investigate how a spatially periodic inhomogeneity in the distribution of horizontal connections affects spontaneous pattern formation in a large-scale dynamical model of visual cortex. We treat the synaptic interactions mediated by the horizontal connections as an excitatory perturbation that generates a state-dependent, periodic forcing of an underlying homogeneous network. Under the assumption that the homogeneous network is close to a primary pattern forming instability, we use the method of multiple spatial and temporal scales to derive a form of Ginzburg-Landau amplitude equation. Our derivation explicitly takes into account the nonlocal nature of the neuronal interactions. The resulting amplitude equation describes the effects of long-wavelength modulations of a primary roll pattern and their coupling to the periodic forcing mediated by the horizontal connections. Following previous work on periodically forced convective systems [29,15,46], we show that when the wavelength of the primary pattern is commensurate with the periodic modulation of the horizontal connections, the spontaneous activity patterns lock to the cortical lattice. That is, the activity patterns explicitly reflect the crystalline-like structure of cortex.
The paper is organized along the following lines. Our cortical model of horizontal connections is introduced in Section 2 and the linear eigenvalue problem for pattern formation in the presence of periodic inhomogeneities is presented in Section 3. The detailed derivation of the amplitude equation for a one-dimensional roll pattern based on the method of multiple scales is presented in Section 4, followed by an analysis of long-wavelength instabilities and commensurate-incommensurate transitions in Section 5. Finally, in Section 6 we briefly discuss possible applications of our results to cortical development.

## 2. Cortical model with long-range horizontal connections

We model a layer of visual cortex as a continuous two-dimensional neural medium evolving according to the rate equation [11,21,47,48]

$$
\begin{equation*}
\tau \frac{\partial a(\mathbf{r}, t)}{\partial t}=-a(\mathbf{r}, t)+\int_{\mathbf{R}^{2}} w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right) f\left(a\left(\mathbf{r}^{\prime}, t\right)\right) \mathrm{d} \mathbf{r}^{\prime}+h_{0} \tag{2.1}
\end{equation*}
$$

Table 1
Generators for the planar lattices and their dual lattices

| Lattice | $\ell_{1}$ | $\ell_{2}$ | $\hat{\ell}_{1}$ | $\hat{\ell}_{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| Square | $(1,0)$ | $(0,1)$ | $(1,0)$ | $(0,1)$ |
| Hexagonal | $(1,0)$ | $\frac{1}{2}(1, \sqrt{3})$ | $\left(1, \frac{-1}{\sqrt{3}}\right)$ | $\left(0, \frac{2}{\sqrt{3}}\right)$ |
| Rhombic | $(1,0)$ | $(\cos \eta, \sin \eta)$ | $(1,-\cot \eta)$ | $(0, \csc \eta)$ |

The scalar field $a(\mathbf{r}, t)$ represents the local activity of a population of excitatory and inhibitory neurons at cortical position $\mathbf{r}=(x, y) \in \mathbf{R}^{2}$ at time $t, \tau$ is a membrane or synaptic time constant, $h_{0}$ is a uniform external input, and the distribution $w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)$ is the strength of connections from neurons at $\mathbf{r}^{\prime}$ to neurons at $\mathbf{r}$. In the following we fix the units of time by setting $\tau=1$. The nonlinear firing-rate function $f$ is assumed to be a smooth monotonically increasing function of the form

$$
\begin{equation*}
f(a)=\frac{1}{1+\mathrm{e}^{-\gamma(a-\zeta)}} \tag{2.2}
\end{equation*}
$$

for constant gain $\gamma$ and threshold $\zeta$. Motivated by the anatomy highlighted in Section 1, we decompose the weight distribution $w$ according to

$$
\begin{equation*}
w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)=W_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)+\kappa w_{\mathrm{hoz}}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right), \tag{2.3}
\end{equation*}
$$

where $W_{0}$ represents isotropic and homogeneous local connections that depend on the Euclidean distance $\left|\mathbf{r}-\mathbf{r}^{\prime}\right|=$ $\sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}}, w_{\text {hoz }}$ represents the distribution of excitatory horizontal connections and $\kappa$ is a positive coupling parameter. Experimentally it is found that the horizontal connections modulate rather than drive a neuron's response to a visual stimulus [22,24,44], suggesting that $\kappa$ is small.

In order to construct the distribution of long-range horizontal connections $w_{\text {hoz }}$, we first have to take into account the "patchiness" of these connections. Suppose that there exists a set of feature preferences $\mathcal{F}(\mathbf{r})$ (such as ocular dominance, orientation and spatial frequency) that varies periodically with respect to a regular planar lattice $\mathcal{L}_{0}$ :

$$
\begin{equation*}
\mathcal{L}_{0}=\left\{\left(m_{1} \ell_{1}+m_{2} \ell_{2}\right) d_{0}: m_{1}, m_{2} \in \mathbf{Z}\right\} \tag{2.4}
\end{equation*}
$$

where $\ell_{1}$ and $\ell_{2}$ are the generators of the lattice and $d_{0}$ is the lattice spacing, which is taken to be of the order 1 mm . Let $\theta$ be the angle between the two basis vectors $\ell_{1}$ and $\ell_{2}$. We can then distinguish three types of lattice according to the value of $\theta$ : square lattice $(\theta=\pi / 2)$, rhombic lattice $(0<\theta<\pi / 2, \theta \neq \pi / 3)$ and hexagonal $(\theta=\pi / 3)$. After rotation, the generators of the planar lattices are given in Table 1. Also shown are the generators of the dual lattice $\hat{\mathcal{L}}_{0}$ satisfying $\hat{\ell}_{i} \cdot \ell_{j}=\delta_{i, j}$. Given the lattice $\mathcal{L}_{0}$, we can partition the cortex into a set of fundamental domains, each of which corresponds to a so-called functional hypercolumn [36]. A hypercolumn is defined to be a region approximately $1 \mathrm{~mm}^{2}$ in surface area that contains two orientation pinwheels and one CO blob per ocular dominance column. The local connections span a single hypercolumn, whereas the patchy horizontal connections link cells with similar feature preferences in distinct hypercolumns. ${ }^{1}$ We implement the latter condition by introducing the doubly periodic feature map $\mathcal{P}(\mathbf{r})$

$$
\begin{equation*}
\mathcal{P}(\mathbf{r})=\frac{1}{2} \sum_{i=1}^{2} \cos \left(\frac{2 \pi \mathbf{r} \cdot \hat{\ell}_{i}}{d_{0}}\right), \tag{2.5}
\end{equation*}
$$

[^1]such that $-1 \leq \mathcal{P}(\mathbf{r}) \leq 1$ and $\mathcal{P}(\mathbf{r}+\ell)=\mathcal{P}(\mathbf{r})$ for all $\ell \in \mathcal{L}_{0}$. One can interpret $\mathcal{P}(\mathbf{r})$ as an index function that indicates the relative position of $\mathbf{r}$ with respect to the lattice $\mathcal{L}$. In particular, if $\mathcal{P}(\mathbf{r})=\mathcal{P}\left(\mathbf{r}^{\prime}\right)$ then the neurons at $\mathbf{r}$ and $\mathbf{r}^{\prime}$ have the same set of feature preferences.

Assuming for the moment that the horizontal connections are homogeneous, we set

$$
\begin{equation*}
w_{\mathrm{hoz}}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)=\Theta\left(\mathcal{P}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-\mathcal{P}_{0}\right) \Theta\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|-d_{0}\right) J_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \equiv J\left(\mathbf{r}-\mathbf{r}^{\prime}\right), \tag{2.6}
\end{equation*}
$$

where $\Theta$ denotes the Heaviside step function. Here $\mathcal{P}_{0}, 0<\mathcal{P}_{0}<1$, is a threshold that fixes the size of the patches, and $J_{0}$ determines the variation in the strength of the connections with cortical separation. If $\mathcal{P}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)<P_{0}$ then the cells at $\mathbf{r}$ and $\mathbf{r}^{\prime}$ differ sufficiently in their given feature preferences so that $w_{\text {hoz }}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)=0$, which means that the cells at $\mathbf{r}$ and $\mathbf{r}^{\prime}$ are not linked. Also note that the first cortical patch occurs at a minimum cortical separation $d_{0}$. For concreteness, we assume that $J_{0}$ decreases exponentially with cortical separation:

$$
\begin{equation*}
J_{0}(|\mathbf{r}|)=K \mathrm{e}^{-|\mathbf{r}| / \xi} \tag{2.7}
\end{equation*}
$$

with $\xi>d_{0}$. It follows from Eq. (2.6) that the total weight distribution (2.3) is translation invariant, since $w(\mathbf{r}+$ $\left.\mathbf{s} \mid \mathbf{r}^{\prime}+\mathbf{s}\right)=w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)$ for all $\mathbf{s} \in \mathbf{R}^{2}$, but it is not rotation invariant due to the discrete rotation symmetry of the lattice $\mathcal{L}_{0}$. Consider, for example, a square lattice $\mathcal{L}_{0}$ for which $\mathcal{P}(\mathbf{r})=\left[\cos \left(2 \pi x / d_{0}\right)+\cos \left(2 \pi y / d_{0}\right)\right] / 2$. In Fig. 3(a) we present a two-dimensional contour plot of $J(\Delta \mathbf{r})$ as a function of cortical separation $\Delta \mathbf{r}=\mathbf{r}-\mathbf{r}^{\prime}$, which shows the distribution of patchy connections. A corresponding cross-section of $J$ along the $x$-axis is shown in Fig. 3(b), together with an example of a local distribution $W_{0}$.
As we have highlighted in Section 1, there are a number of possible sources for a spatially periodic variation in the pattern of patchy connections as the location of the center of the distribution is shifted in the cortical plane. Eq. (2.6) will then have the more general form

$$
\begin{equation*}
w_{\mathrm{hoz}}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)=\Theta\left(\mathcal{P}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-\mathcal{P}_{0}\right) \Theta\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|-d_{0}\right) J_{0}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right), \tag{2.8}
\end{equation*}
$$

where $J_{0}$ now includes the effects of periodic modulations. In order to motivate the detailed structure of $J_{0}$, it is necessary to be more explicit regarding the biological interpretation of the lattice $\mathcal{L}_{0}$. Therefore, we now identify $\mathcal{L}_{0}$ with the distribution of CO blobs having a given eye preference. Such a lattice is interleaved with a second lattice of blobs having the opposite eye preference, which is given by $\mathcal{L}_{0}^{c}=\left\{d_{0} \ell_{1} / 2+\ell, \ell \in \mathcal{L}_{0}\right\}$. This is illustrated in Fig. 4 for a square lattice. ${ }^{2}$ The simplest example of a periodic modulation is motivated by the experimental observation that some cells located within intermediate distances from CO blobs in primary visual cortex have very little in the way of horizontal connections [50], thus leading to an effective reduction in connectivity at the population level. The fact that CO blobs also coincide with regions in which there is a large variation in orientation preference could also lead to denser horizontal connections around blobs. This suggests introducing a spatially periodic variation in the strength of the horizontal connections of the form $J_{0}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)=[1+D(\mathbf{r})] J_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)$ for some function $D$ that is doubly periodic with respect to the full lattice of $\operatorname{CO}$ blobs $\mathcal{L}=\mathcal{L}_{0} \cup \mathcal{L}_{0}^{c}$, see Fig. 4. The function $D(\mathbf{r})$ is assumed to have zero mean, that is, $\int D(\mathbf{r}) \mathrm{d} \mathbf{r}=0$. Combining Eqs. (2.3), (2.6) and (2.8) shows that the total weight distribution (2.3) is of the form

$$
\begin{equation*}
w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)=W_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)+\kappa[1+D(\mathbf{r})] J\left(\mathbf{r}-\mathbf{r}^{\prime}\right) . \tag{2.9}
\end{equation*}
$$

[^2]

Fig. 3. (a) Contour plot of the distribution $J(\Delta \mathbf{r})$ as a function of cortical separation $\Delta \mathbf{r}=\mathbf{r}-\mathbf{r}^{\prime}$ (in units of the lattice spacing $d_{0}$ ) showing the distribution of patchy connections on a square lattice. (b) Cross-section of $J$ along the $x$-axis. An example of a local weight distribution $W_{0}$ is also shown, which is taken to be a Mexican hat function (see Eq. (3.6)).

It follows that $w\left(\mathbf{r}+\ell \mid \mathbf{r}^{\prime}+\ell\right)=w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)$ for all $\ell \in \mathcal{L}$ so that the weight distribution $w$ is itself doubly periodic with respect to $\mathcal{L}$. Finally, substituting equation (2.9) into the cortical model (2.1) leads to the inhomogeneous equation

$$
\begin{equation*}
\frac{\partial a(\mathbf{r}, t)}{\partial t}=-a(\mathbf{r}, t)+\int_{\mathbf{R}^{2}} W_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) f\left(a\left(\mathbf{r}^{\prime}, t\right)\right) \mathrm{d} \mathbf{r}^{\prime}+\kappa[1+D(\mathbf{r})] \int_{\mathbf{R}^{2}} J\left(\mathbf{r}-\mathbf{r}^{\prime}\right) f\left(a\left(\mathbf{r}^{\prime}, t\right)\right) \mathrm{d} \mathbf{r}^{\prime}+h_{0} \tag{2.10}
\end{equation*}
$$

Eq. (2.10) will be our starting point for the analysis of spontaneous cortical pattern formation in Sections 3-5. We end this section by briefly indicating how to incorporate other sources of spatially periodic variations in the pattern of horizontal connections. An alternative interpretation of the results in Ref. [50] is that there is a periodic variation in the average range of the horizontal connections. One way to implement such a scheme is to replace $\xi$ in Eq. (2.7) by $\xi(\mathbf{r})=\xi[1+\chi(\mathbf{r})]$ such that, for $\chi(\mathbf{r})\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \ll \xi$

$$
\begin{equation*}
J_{0}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)=K \mathrm{e}^{-\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / \xi(\mathbf{r})} \approx J_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)\left[1+\frac{\chi(\mathbf{r})}{\xi}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right] . \tag{2.11}
\end{equation*}
$$

Another source of inhomogeneity occurs when there is an anisotropy in the distribution of patchy connections that correlates with the orientation preference map [7]. This anisotropy, which is additional to any stretching associated with the ocular dominance columns, can be incorporated into our model by taking

$$
\begin{equation*}
J_{0}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)=J_{0}\left(\chi(\mathbf{r}), T_{\theta(\mathbf{r})}\left[\mathbf{r}-\mathbf{r}^{\prime}\right]\right), \quad J_{0}(\chi, \mathbf{r})=K \mathrm{e}^{-\sqrt{(1-\chi)^{2} x^{2}+y^{2}} / \xi} \tag{2.12}
\end{equation*}
$$



Fig. 4. Two interlocking square lattices of CO blobs (filled circles) associated respectively with left (L) and right (R) eye ocular dominance columns. Horizontal connections are assumed only to link CO blobs having the same eye preference.


Fig. 5. Contour plot of an anisotropic distribution of patchy horizontal connections on a square lattice.
where

$$
T_{\theta}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{2.13}\\
\sin \theta & \cos \theta
\end{array}\right)
$$

Here $\chi(\mathbf{r})$ and $\theta(\mathbf{r})$ determine the eccentricity and orientation of the resulting anisotropy. They are assumed to be doubly periodic with respect to the lattice of orientation pinwheels. Assuming that $\chi\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \ll \xi$, we have

$$
\begin{equation*}
J_{0}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right) \approx J_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)\left(1+\frac{\chi(\mathbf{r})}{\xi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\left[\cos \theta(\mathbf{r})\left(x-x^{\prime}\right)-\sin \theta(\mathbf{r})\left(y-y^{\prime}\right)\right]^{2}\right) \tag{2.14}
\end{equation*}
$$

Substituting Eq. (2.11) or (2.14) into (2.3) then leads to a generalization of Eq. (2.9) of the form

$$
\begin{equation*}
w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)=W_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)+\kappa \sum_{m=1}^{M} D_{m}(\mathbf{r}) J_{m}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{2.15}
\end{equation*}
$$

For example, in the case of a periodically varying anisotropy, $M=4$ with

$$
\begin{align*}
& D_{1}(\mathbf{r})=1, \quad J_{1}(\mathbf{r})=J(\mathbf{r})  \tag{2.16}\\
& D_{2}(\mathbf{r})=\chi(\mathbf{r}) \cos ^{2} \theta(\mathbf{r}), \quad J_{2}(\mathbf{r})=\frac{x^{2}}{|\mathbf{r}| \xi} J(\mathbf{r}),  \tag{2.17}\\
& D_{3}(\mathbf{r})=\chi(\mathbf{r}) \sin ^{2} \theta(\mathbf{r}), \quad J_{3}(\mathbf{r})=\frac{y^{2}}{|\mathbf{r}| \xi} J(\mathbf{r}),  \tag{2.18}\\
& D_{4}(\mathbf{r})=-2 \chi(\mathbf{r}) \cos \theta(\mathbf{r}) \sin \theta(\mathbf{r}), \quad J_{4}(\mathbf{r})=\frac{x y}{|\mathbf{r}| \xi} J(\mathbf{r}) . \tag{2.19}
\end{align*}
$$

An example of an anisotropic distribution of patchy connections is shown in Fig. 5.

## 3. Linear eigenvalue problem for cortical pattern formation

In this section we use perturbation methods to solve the linear eigenvalue problem for pattern forming instabilities in the presence of periodically varying inhomogeneous horizontal connections. (A preliminary version of this
analysis was briefly reported elsewhere [10].) For mathematical convenience, we impose the periodic boundary conditions $a\left(\mathbf{r}+L \ell_{j}\right)=a(\mathbf{r}), j=1,2$ for all $\mathbf{r} \in \mathbf{R}^{2}$, where $L$ determines the effective size of cortex and $\ell_{j}$ are the generators of $\mathcal{L}_{0}$, see Table 1 . This will not significantly affect the nature of patterns within the bulk of the medium provided that the range of cortical interactions is much smaller than $L$.

### 3.1. Homogeneous weights

Let us first consider the case of zero horizontal interactions by setting $\kappa=0$ in Eq. (2.10) to obtain the homogeneous and isotropic network equation

$$
\begin{equation*}
\frac{\partial a(\mathbf{r}, t)}{\partial t}=-a(\mathbf{r}, t)+\int_{\mathbf{R}^{2}} W_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) f\left(a\left(\mathbf{r}^{\prime}, t\right)\right) \mathrm{d} \mathbf{r}^{\prime}+h_{0} . \tag{3.1}
\end{equation*}
$$

We assume that $W_{0} \in L^{2}(\mathbf{r})$, that is, $\int_{\mathbf{R}^{2}}\left|W_{0}(\mathbf{r})\right|^{2} \mathrm{~d}^{2} \mathbf{r}<\infty$. There exists at least one fixed point solution $a(\mathbf{r})=a_{0}$ of Eq. (3.1) such that

$$
\begin{equation*}
a_{0}=\bar{W}_{0} f\left(a_{0}\right)+h_{0}, \tag{3.2}
\end{equation*}
$$

and $\bar{W}_{0}=\int W_{0}(|\mathbf{r}|) \mathrm{d} \mathbf{r}$. If $h_{0}$ is sufficiently small relative to the threshold $\zeta$ then this fixed point is unique and stable. Under the change of coordinates $a \rightarrow a-h_{0}$, it can be seen that the effect of $h_{0}$ is to shift the threshold by the amount $-h_{0}$. Thus there are two ways to increase the excitability of the network and thus destabilize the fixed point: either by increasing the external input $h_{0}$ or reducing the threshold $\zeta$. The latter can occur through the action of drugs on certain brain stem nuclei which provides a mechanism for generating geometric visual hallucinations [8,19]. The local stability of $a_{0}$ is found by linearization: setting $a(\mathbf{r}, t)=a_{0}+\mathrm{e}^{\lambda t} a(\mathbf{r})$ and linearizing about the fixed point leads to the equation

$$
\begin{equation*}
\lambda a(\mathbf{r})=-a(\mathbf{r})+\mu \int_{\mathbf{R}^{2}} W_{0}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) a\left(\mathbf{r}^{\prime}\right) \mathrm{d} \mathbf{r}^{\prime}, \tag{3.3}
\end{equation*}
$$

where $\mu=f^{\prime}\left(a_{0}\right)$. Since the local weight distribution $W_{0}$ is homogeneous, it follows that the eigenmodes are in the form of plane waves $a(\mathbf{r})=\mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{r}}$ with wavenumber $\mathbf{k}$. Substitution into Eq. (3.3) shows that the corresponding eigenvalues satisfy the dispersion relation

$$
\begin{equation*}
\lambda=\lambda(k) \equiv-1+\mu \tilde{W}_{0}(k), \tag{3.4}
\end{equation*}
$$

where $k=|\mathbf{k}|$ and $\tilde{W}_{0}(k)$ is the Fourier transform of $W_{0}(|\mathbf{r}|)$

$$
\begin{equation*}
\tilde{W}_{0}(k)=\int_{\mathbf{R}^{2}} W_{0}(|\mathbf{r}|) \mathrm{e}^{-\mathrm{i} \mathbf{k} \cdot \mathbf{r}} \mathrm{~d} \mathbf{r} . \tag{3.5}
\end{equation*}
$$

Given the periodic boundary conditions on $a$, the wavevectors $\mathbf{k}$ are constrained to lie on the lattice $\mathbf{k}=\sum_{j=1,2}$ $\left(2 \pi m_{j} / L\right) \hat{\ell}_{j}$, where $\hat{\ell}_{j}, j=1,2$, are the generators of the reciprocal lattice $\hat{\mathcal{L}}_{0}$ (see Table 1).
We can use the dispersion relation (3.4) to determine conditions under which the homogeneous state loses stability leading to the formation of spatially periodic patterns. The standard mechanism for such an instability, which is the neural analog of the Turing instability in reaction-diffusion equations, is a combination of short-range excitation and long-range inhibition [19,48]. This can be represented by the so-called "Mexican hat" function (see Fig. 6(a)):

$$
\begin{equation*}
W_{0}(r)=\frac{W_{+}}{2 \pi \sigma_{+}^{2}} \mathrm{e}^{-r^{2} / 2 \sigma_{+}^{2}}-\frac{W_{-}}{2 \pi \sigma_{-}^{2}} \mathrm{e}^{-r^{2} / 2 \sigma_{-}^{2}} \tag{3.6}
\end{equation*}
$$

with $\sigma_{+}<\sigma_{-}<d_{0}$ and $W_{+} \sigma_{-}^{2}>W_{-} \sigma_{+}^{2}$. The corresponding Fourier transform

$$
\begin{equation*}
\tilde{W}_{0}(k)=W_{+} \mathrm{e}^{-(1 / 2) \sigma_{+}^{2} k^{2}}-W_{-} \mathrm{e}^{-(1 / 2) \sigma_{-}^{2} k^{2}}, \tag{3.7}
\end{equation*}
$$



Fig. 6. Neural basis of the Turing mechanism. (a) Mexican hat interaction function showing short-range excitation and longer-range inhibition. (b) Dispersion curves $\lambda(k)$ for Mexican hat function. If the excitability $\mu$ of the cortex is increased, the dispersion curve is shifted upwards leading to a Turing instability at a critical parameter $\mu_{\mathrm{c}}=\tilde{W}_{0}\left(k_{\mathrm{c}}\right)^{-1}$, where $\tilde{W}_{0}\left(k_{\mathrm{c}}\right)=\left[\max _{k} \tilde{W}_{0}(k)\right]$. For $\mu_{\mathrm{c}}<\mu<\infty$ the homogeneous fixed point is unstable.
has a maximum at $k=k_{\mathrm{c}} \neq 0$ as shown in Fig. 6(b). Since $\tilde{W}_{0}(k)$ is bounded, it follows that when the network is in a low activity state such that $\mu \approx 0$, any solution of Eq. (3.3) satisfies $\operatorname{Re} \lambda<0$ and the fixed point is linearly stable. However, when the excitability of the network is increased, either through the action of some hallucinogen or through external stimulation, $\mu$ increases and the fixed point becomes marginally stable at the critical value $\mu_{\mathrm{c}}$, where $\mu_{\mathrm{c}}^{-1}=\tilde{W}_{0}\left(k_{\mathrm{c}}\right) \equiv \max _{k}\left\{\tilde{W}_{0}(k)\right\}$. For $\mu>\mu_{\mathrm{c}}$, the fixed point is unstable and there exists a band of wavevectors $\mathbf{k}$ that have positive $\lambda$ and can thus grow to form spatially varying patterns. Sufficiently close to the bifurcation point these patterns can be represented as linear combinations of plane waves

$$
\begin{equation*}
a(\mathbf{r})=\sum_{n=1}^{N}\left(A_{n} \mathrm{e}^{\mathrm{i} \mathbf{k}_{n} \cdot \mathbf{r}}+A_{n}^{*} \mathrm{e}^{-\mathrm{i} \mathbf{k}_{n} \cdot \mathbf{r}}\right) \tag{3.8}
\end{equation*}
$$

where the sum is over all wavevectors lying within some neighborhood of the critical circle $\left|\mathbf{k}_{n}\right|=k_{\mathrm{c}}$. In the case of a large system size $L$, there will a large number of such excited modes. However, one usually considers regular patterns obtained by superposition of $N$ pairs of wavevectors distributed uniformly on the critical circle, that is, $\mathbf{k}_{n}=\Omega_{n-1} \mathbf{k}_{1}$ for $n=1, \ldots, N$ with $\Omega_{n}$ representing rotation through an angle $\pi / N$. The cases $N=1,2,3$ correspond to roll, square and hexagonal (or triangular) patterns, respectively. Note that the solution (3.8) is defined up to a uniform translation in $\mathbf{r}$, which corresponds to phase-shifts in the complex amplitudes $A_{n}$.

The above analysis can be extended to incorporate homogeneous but nonisotropic horizontal connections by taking $\kappa>0$ and $D(\mathbf{r})=0$ in Eq. (2.10). Setting

$$
\begin{equation*}
W(\mathbf{r})=W_{0}(|\mathbf{r}|)+\kappa J(\mathbf{r}), \tag{3.9}
\end{equation*}
$$

and repeating the linear stability analysis about the corresponding homogeneous fixed point, the dispersion relation (3.4) becomes

$$
\begin{equation*}
\lambda=\lambda(\mathbf{k}) \equiv-1+\mu \tilde{W}(\mathbf{k}) . \tag{3.10}
\end{equation*}
$$

Note that $\lambda(\mathbf{k})$ now depends on the direction as well as the magnitude of $\mathbf{k}$, since it is invariant with respect to the discrete rotation symmetry group of the dual lattice $\hat{\mathcal{L}}_{0}$ defined in Section 2 (see Table 1), rather than the continuous rotation group. It follows that a particular wavevector $\mathbf{k}^{*}$ will be selected by the Turing mechanism, together with all modes generated by discrete rotations of the dual lattice (ignoring accidental degeneracies). The eigenmodes will naturally tend to be low-dimensional patterns such as rolls and hexagons, that is, they will satisfy

Eq. (3.8) with $\mathbf{k}_{n}=\Omega_{n-1} \mathbf{k}^{*}$ for $n=2, \ldots, N$ and $N=2$ if $\mathcal{L}_{0}$ is a square lattice or $N=3$ if $\mathcal{L}_{0}$ is a hexagonal lattice. Thus the existence of a lattice $\mathcal{L}_{0}$ underlying the distribution of patchy horizontal connections provides a physical mechanism for generating low-dimensional, doubly periodic patterns. Such cortical activity patterns are of particular interest, since they provide a possible explanation for the occurrence of certain basic types of geometric visual hallucinations [8,19]. (In Euclidean symmetric models of cortical pattern formation, the double-periodicity of the solutions is imposed by hand as a mathematical simplification rather than reflecting the existence of a real lattice [8,19,21].)

### 3.2. Inhomogeneous weights

Now suppose that there exists a spatially periodic variation in the strength of horizontal connections as specified by the function $D(\mathbf{r})$ in Eq. (2.10). For the sake of simplicity, we will assume here that $D$ is doubly periodic with respect to the lattice $\mathcal{L}=\left\{\left(m_{1} \ell_{1}+m_{2} \ell_{2}\right) d: m_{1}, m_{2} \in \mathbf{Z}\right\}$ with the same lattice spacing $d=d_{0} / 2$ in both directions $\ell_{1}, \ell_{2}$; the analysis is easily extended to the more general case illustrated in Fig. 4. Under this simplification the lattices $\mathcal{L}$ and $\mathcal{L}_{0}$ have the same discrete rotation symmetry group. The first point to note is that Eq. (2.10) no longer has a homogeneous fixed point solution. However, by introducing an appropriate inhomogeneity in the external input, $h_{0} \rightarrow h(\mathbf{r})$, it is possible to recover such a solution. Linearization then leads to the eigenvalue equation

$$
\begin{equation*}
\lambda a(\mathbf{r})=-a(\mathbf{r})+\mu \int_{\mathbf{R}^{2}} w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right) a\left(\mathbf{r}^{\prime}\right) \mathrm{d} \mathbf{r}^{\prime} \tag{3.11}
\end{equation*}
$$

with $w$ given by Eq. (2.9). [Note that we could also linearize about the inhomogeneous fixed point associated with a constant input $h_{0}$ : this would simply introduce additional doubly periodic contributions to the eigenvalue equation.] The double-periodicity of $\mathcal{D}$ implies that

$$
\begin{equation*}
w\left(\mathbf{r}+\ell \mid \mathbf{r}^{\prime}\right)=w\left(\mathbf{r} \mid \mathbf{r}^{\prime}-\ell\right) \quad \text { for all } \ell \in \mathcal{L} \tag{3.12}
\end{equation*}
$$

From this relation it follows that the solutions of Eq. (3.11) are of the form ${ }^{3}$

$$
\begin{equation*}
a_{\mathbf{k}}(\mathbf{r})=\mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{r}} u_{\mathbf{k}}(\mathbf{r}) \tag{3.13}
\end{equation*}
$$

with $u_{\mathbf{k}}(\mathbf{r}+\ell)=u_{\mathbf{k}}(\mathbf{r})$ for all $\ell \in \mathcal{L}$. In order to prove this, let us introduce the translation operator $T_{\ell}$ such that $T_{\ell} f(\mathbf{r})=f(\mathbf{r}+\ell)$ for any function $f$. Then

$$
\begin{align*}
T_{\ell} \int_{\mathbf{R}^{2}} w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right) a\left(\mathbf{r}^{\prime}\right) \mathrm{d} \mathbf{r}^{\prime} & =\int_{\mathbf{R}^{2}} w\left(\mathbf{r}+\ell \mid \mathbf{r}^{\prime}\right) a\left(\mathbf{r}^{\prime}\right) \mathrm{d} \mathbf{r}^{\prime} \\
& =\int_{\mathbf{R}^{2}} w\left(\mathbf{r} \mid \mathbf{r}^{\prime}-\ell\right) a\left(\mathbf{r}^{\prime}\right) \mathrm{d} \mathbf{r}^{\prime}  \tag{3.14}\\
& w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right) a\left(\mathbf{r}^{\prime}+\ell\right) \mathrm{d} \mathbf{r}^{\prime}=\int_{\mathbf{R}^{2}} w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right) T_{\ell} a\left(\mathbf{r}^{\prime}\right) \mathrm{d} \mathbf{r}^{\prime}
\end{align*}
$$

Defining the linear operator $\hat{\mathcal{H}}$ according to

$$
\begin{equation*}
\hat{\mathcal{H}} a(\mathbf{r})=-a(\mathbf{r})+\mu \int_{\mathbf{R}^{2}} w\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right) a\left(\mathbf{r}^{\prime}\right) \mathrm{d} \mathbf{r}^{\prime} \tag{3.15}
\end{equation*}
$$

we have $T_{\ell} \hat{\mathcal{H}}=\hat{\mathcal{H}} T_{\ell}$. Shur's lemma then implies that $\hat{\mathcal{H}}$ and $T_{\ell}$ have simultaneous eigensolutions:

$$
\begin{equation*}
\hat{\mathcal{H}} a=\lambda a, \quad T_{\ell} a=C(\ell) a . \tag{3.16}
\end{equation*}
$$

[^3]Since $T_{\ell} T_{\ell^{\prime}}=T_{\ell+\ell^{\prime}}$, we have

$$
\begin{equation*}
C(\ell) C\left(\ell^{\prime}\right)=C\left(\ell+\ell^{\prime}\right), \tag{3.17}
\end{equation*}
$$

which implies that $C(\ell)=\mathrm{e}^{\mathrm{ik} \cdot \ell}$ and the result follows.
Another way to establish the general form of the eigensolutions (3.13) is to introduce the Fourier series expansions

$$
\begin{equation*}
D(\mathbf{r})=\sum_{\mathbf{q}} \mathcal{D}_{\mathbf{q}} \mathrm{e}^{\mathrm{i} \mathbf{q} \cdot \mathbf{r}}, \quad \mathbf{q}=\sum_{j=1,2} \frac{2 \pi n_{j}}{d} \hat{\ell}_{j} \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
a(\mathbf{r})=\frac{1}{L^{2}} \sum_{\mathbf{k}} a_{\mathbf{k}} \mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{r}}, \quad \mathbf{k}=\sum_{j=1,2} \frac{2 \pi m_{j}}{L} \hat{\ell}_{j}, \tag{3.19}
\end{equation*}
$$

where $\hat{\ell}_{j}, j=1,2$, are the generators of the reciprocal lattice $\hat{\mathcal{L}}$ (see Table 1). Eq. (3.11) then reduces to

$$
\begin{equation*}
\left[\lambda+1-\mu \tilde{W}_{0}(k)\right] a_{\mathbf{k}}=\kappa \sum_{\mathbf{q}} \mathcal{V}_{\mathbf{q}}(\mathbf{k}) a_{\mathbf{k}-\mathbf{q}}, \tag{3.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{V}_{\mathbf{q}}(\mathbf{k})=\tilde{J}(\mathbf{k}-\mathbf{q})\left[\delta_{\mathbf{q}, 0}+\mathcal{D}_{\mathbf{q}}\right], \tag{3.21}
\end{equation*}
$$

and $\tilde{J}(\mathbf{k})$ is the Fourier transform of $J(\mathbf{r})$. Eq. (3.20) implies that the lateral interactions only couple together those coefficients $a_{\mathbf{k}}, a_{\mathbf{k}-\mathbf{q}}, a_{\mathbf{k}-\mathbf{q}^{\prime}}, \ldots$ whose wavevectors differ by a reciprocal lattice vector. In other words, if we fix $\mathbf{k}$ then

$$
\begin{equation*}
a(\mathbf{r})=\sum_{\mathbf{q}} a_{\mathbf{k}-\mathbf{q}} \mathrm{e}^{\mathrm{i}(\mathbf{k}-\mathbf{q}) \cdot \mathbf{r}}=\mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{r}} u(\mathbf{r}), \tag{3.22}
\end{equation*}
$$

which is of the form (3.13) with $u(\mathbf{r})$ given by the periodic function

$$
\begin{equation*}
u(\mathbf{r})=\sum_{\mathbf{q}} a_{\mathbf{k}-\mathbf{q}} \mathrm{e}^{-\mathrm{i} \mathbf{q} \cdot \mathbf{r}} \tag{3.23}
\end{equation*}
$$

### 3.3. Perturbation theory

It is generally not possible to find exact solutions of the eigenvalue equation (3.20). Therefore, we proceed by carrying out a perturbation expansion with respect to the small parameter $\kappa$ that characterizes the relative weakness of the horizontal connections. ${ }^{4}$ Let $k_{\mathrm{c}}$ be the critical wavenumber for a pattern forming instability when $\kappa=0$. We also define $\mathcal{N}_{\kappa}\left(k_{\mathrm{c}}\right)$ to be a small neighborhood of the critical circle $|\mathbf{k}|=k_{\mathrm{c}}$. We then have to distinguish between two cases, based on whether or not the following degeneracy condition holds: there exists a reciprocal lattice vector Q such that

$$
\begin{equation*}
\left|\tilde{W}_{0}(k)-\tilde{W}_{0}(|\mathbf{k}-\mathbf{Q}|)\right|=\mathcal{O}(\kappa), \quad \mathbf{k} \in \mathcal{N}_{\kappa}\left(k_{\mathrm{c}}\right), \tag{3.24}
\end{equation*}
$$

and $\tilde{W}_{0}(k)-\tilde{W}_{0}(|\mathbf{k}-\mathbf{q}|) \mid \gg \kappa$ for all $\mathbf{q} \in \hat{\mathcal{L}}$ such that $\mathbf{q} \neq \mathbf{Q}$. Note that the exact degeneracy condition $\tilde{W}_{0}(k)=\tilde{W}_{0}(|\mathbf{k}-\mathbf{Q}|)$ is only satisfied if $|\mathbf{k}|=|\mathbf{k}-\mathbf{Q}|$. This means that $\mathbf{k}$ must lie on the perpendicular bisector of the line joining the origin of the reciprocal lattice $\hat{\mathcal{L}}$ to the lattice point $\mathbf{Q}$, as illustrated in Fig. 7(a). Another

[^4]

Fig. 7. (a) If $k=|\mathbf{k}-\mathbf{Q}|$ then $\mathbf{k}$ must lie on the bisector of the reciprocal lattice vector $\mathbf{Q}$. (b) Construction of the first Brillouin zone (shaded region) in the reciprocal square lattice with $\mathbf{Q}_{j}=2 \pi \hat{\ell}_{j} / d$.
useful concept is that of a Brillouin zone [1]. The first Brillouin zone is the fundamental domain around the origin of the reciprocal lattice formed by the perpendicular bisectors of the shortest lattice vectors (of length $2 \pi / d$ ). The example of a square lattice is shown in Fig. 7(b). The higher-order Brillouin zones are similarly constructed using the perpendicular bisectors of larger lattice vectors. It follows that any point on the boundary of a Brillouin zone will satisfy the exact degeneracy condition.

Nondegenerate case. First, suppose that Eq. (3.24) does not hold, that is, if $\mathbf{k} \in \mathcal{N}_{\kappa}\left(k_{\mathrm{c}}\right)$ then $\left|\tilde{W}_{0}(k)-\tilde{W}_{0}(\mathbf{k}-\mathbf{q})\right| \gg$ $\kappa$ for all $\mathbf{q} \in \hat{\mathcal{L}}, \mathbf{q} \neq 0$. This occurs, for example, if the critical circle lies well within the first Brillouin zone, see Fig. 8(a). We then fix $\mathbf{k}$ and look for solutions satisfying $a_{\mathbf{k}} \rightarrow 1$ and $a_{\mathbf{k}-\mathbf{q}} \rightarrow 0, \mathbf{q} \neq 0$, in the limit $\kappa \rightarrow 0$. This corresponds to a small perturbation of the plane wave state $\mathrm{e}^{\mathrm{ik} \cdot \mathbf{r}}$. Eq. (3.20) implies that (for $\mathbf{q} \neq 0$ )

$$
\begin{equation*}
\left[\lambda+1-\mu \tilde{W}_{0}(|\mathbf{k}-\mathbf{q}|)\right] a_{\mathbf{k}-\mathbf{q}}=\kappa \sum_{\mathbf{q}^{\prime}} \mathcal{V}_{\mathbf{q}^{\prime}}(\mathbf{k}-\mathbf{q}) a_{\mathbf{k}-\mathbf{q}-\mathbf{q}^{\prime}}, \tag{3.25}
\end{equation*}
$$

which can be rewritten in the form

$$
\begin{equation*}
a_{\mathbf{k}-\mathbf{q}}=\kappa \frac{\mathcal{V}_{-\mathbf{q}}(\mathbf{k}-\mathbf{q}) a_{\mathbf{k}}}{\lambda+1-\mu \tilde{W}_{0}(|\mathbf{k}-\mathbf{q}|)}+\kappa \sum_{\mathbf{q}^{\prime} \neq 0} \frac{\mathcal{V}_{\mathbf{q}^{\prime}-\mathbf{q}}(\mathbf{k}-\mathbf{q}) a_{\mathbf{k}-\mathbf{q}^{\prime}}}{\lambda+1-\mu \tilde{W}_{0}(|\mathbf{k}-\mathbf{q}|)} \tag{3.26}
\end{equation*}
$$



Fig. 8. Selected wavevectors on the critical circle for a square lattice. (a) Nondegenerate case: the critical circle lies well within the first Brillouin zone. (b) Degenerate case: the critical circle intersects the border of the first Brillouin zone and there is a doubling up of the marginally stable modes.

The first term on the right-hand side will be an order of magnitude larger than the remaining terms provided that the degeneracy condition (3.24) does not hold. Therefore

$$
\begin{equation*}
a_{\mathbf{k}-\mathbf{q}}=\kappa \frac{\mathcal{V}_{-\mathbf{q}}(\mathbf{k}-\mathbf{q}) a_{\mathbf{k}}}{\lambda+1-\mu \tilde{W}_{0}(|\mathbf{k}-\mathbf{q}|)}+\mathcal{O}\left(\kappa^{2}\right) . \tag{3.27}
\end{equation*}
$$

Substituting this back into Eq. (3.20) gives

$$
\begin{equation*}
\left[\lambda+1-\mu \tilde{W}_{0}(k)\right] a_{\mathbf{k}}=\kappa \mathcal{V}_{0}(\mathbf{k}) a_{\mathbf{k}}+\kappa^{2} \sum_{\mathbf{q} \neq 0} \frac{\mathcal{V}_{\mathbf{q}}(\mathbf{k}) \mathcal{V}_{-\mathbf{q}}(\mathbf{k}-\mathbf{q}) a_{\mathbf{k}}}{\lambda+1-\mu \tilde{W}_{0}(|\mathbf{k}-\mathbf{q}|)}+\mathcal{O}\left(\kappa^{3}\right) \tag{3.28}
\end{equation*}
$$

Hence, replacing the denominator by the lowest-order contribution yields

$$
\begin{equation*}
\lambda(\mathbf{k})=-1+\mu \tilde{W}_{0}(k)+\kappa \mathcal{V}_{0}(\mathbf{k})+\kappa^{2} \sum_{\mathbf{q} \neq 0} \frac{\mathcal{V}_{\mathbf{q}}(\mathbf{k}) \mathcal{V}_{-\mathbf{q}}(\mathbf{k}-\mathbf{q})}{\mu\left[\tilde{W}_{0}(k)-\tilde{W}_{0}(|\mathbf{k}-\mathbf{q}|)\right]}+\mathcal{O}\left(\kappa^{3}\right) \tag{3.29}
\end{equation*}
$$

To leading order in $\kappa$, the marginally stable modes will be those modes on the critical circle that maximize the term $\mathcal{V}_{0}(\mathbf{k})$. Since $\mathcal{V}_{0}(\mathbf{k})$ is invariant with respect to discrete rotations of the dual lattice $\hat{\mathcal{L}}$, a particular wavevector $\mathbf{k}^{*}$ on the critical circle will be selected together with all modes generated by discrete rotations of the lattice. This is illustrated in Fig. 8(a) for the square lattice. The eigenmodes will thus be of the form

$$
\begin{equation*}
a(\mathbf{r})=\sum_{i=1, \ldots, N} u_{i}(\mathbf{r}) \mathrm{e}^{\mathrm{i} \mathbf{k}_{i} \cdot \mathbf{r}}+\text { c.c. } \tag{3.30}
\end{equation*}
$$

with

$$
\begin{equation*}
u_{i}(\mathbf{r})=c_{i}\left[1+\kappa \sum_{\mathbf{q} \neq 0} \mathrm{e}^{-\mathrm{i} \mathbf{q} \cdot \mathbf{r}} \frac{\mathcal{V}_{-\mathbf{q}}(\mathbf{k}-\mathbf{q})}{\mu\left(\tilde{W}_{0}(k)-\tilde{W}_{0}(|\mathbf{k}-\mathbf{q}|)\right)}+\mathcal{O}\left(\kappa^{2}\right)\right] \tag{3.31}
\end{equation*}
$$

Here $N=2$ for the square lattice with $\mathbf{k}_{1}=\mathbf{k}^{*}$ and $\mathbf{k}_{2}=R_{\pi / 2} \mathbf{k}^{*}$, where $R_{\theta}$ denotes rotation through an angle $\theta$. Similarly, $N=3$ for the hexagonal lattice with $\mathbf{k}_{1}=\mathbf{k}^{*}, \mathbf{k}_{2}=R_{2 \pi / 3} \mathbf{k}^{*}$ and $\mathbf{k}_{3}=R_{4 \pi / 3} \mathbf{k}^{*}$.

Degenerate case. Now suppose that the degeneracy condition (3.24) is satisfied for some $\mathbf{Q} \in \hat{\mathcal{L}}$, which implies that the critical circle is close to a Brillouin zone boundary, see Fig. 8(b). This implies that there is an approximate twofold degeneracy, ${ }^{5}$ and we must treat Eq. (3.20) separately for the two cases $\mathbf{k}$ and $\mathbf{k}-\mathbf{Q}$. Thus, to first-order in $\kappa$, Eq. (3.20) reduces to a pair of equations for the coefficients $a_{\mathbf{k}}$ and $a_{\mathbf{k}-\mathbf{Q}}$ :

$$
\left(\begin{array}{cc}
\lambda-E(\mathbf{k}) & \kappa \mathcal{V}_{\mathbf{Q}}(\mathbf{k})  \tag{3.32}\\
\kappa \mathcal{V}_{-\mathbf{Q}}(\mathbf{k}-\mathbf{Q}) & \lambda-E(\mathbf{k}-\mathbf{Q})
\end{array}\right)\binom{a_{\mathbf{k}}}{a_{\mathbf{k}-\mathbf{Q}}}=0
$$

where $E(\mathbf{k})=-1+\mu\left[\tilde{W}_{0}(k)+\kappa \mathcal{V}_{0}(\mathbf{k})\right]$. Assume for the moment that the exact degeneracy condition $\tilde{W}_{0}(k)=$ $\tilde{W}_{0}(|\mathbf{k}-\mathbf{Q}|)$ holds so that $\mathbf{k}$ is on a Brillouin zone boundary. As a further simplification, let $\tilde{J}(\mathbf{k}-\mathbf{q})=\tilde{J}(\mathbf{k})$ for all $\mathbf{q} \in \hat{\mathcal{L}}$ so that $E(\mathbf{k}-\mathbf{Q})=E(\mathbf{k})$. This is a good approximation when the patch size $\mathcal{P}_{0}$ is small. Taking $D(\mathbf{r})$ to be a real, even function of $\mathbf{r}$ so that $\mathcal{D}_{\mathbf{Q}}=\mathcal{D}_{-\mathbf{Q}}$, it also follows that $\mathcal{V}_{-\mathbf{Q}}(\mathbf{k}-\mathbf{Q})=\mathcal{V}_{\mathbf{Q}}(\mathbf{k})$. The above matrix equation then has solutions of the form

$$
\begin{equation*}
\lambda_{ \pm}(\mathbf{k})=-1+\mu\left(\tilde{W}_{0}(k)+\kappa\left[\mathcal{V}_{0}(\mathbf{k}) \pm \mathcal{V}_{\mathbf{Q}}(\mathbf{k})\right]\right) \tag{3.33}
\end{equation*}
$$

[^5]with $a_{\mathbf{k}-\mathbf{Q}}= \pm a_{\mathbf{k}}$. Thus there is a splitting into even and odd eigenmodes
\[

$$
\begin{equation*}
a_{\mathbf{k}}^{ \pm}(\mathbf{r})=\mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{r}} \pm \mathrm{e}^{\mathrm{i}(\mathbf{k}-\mathbf{Q}) \cdot \mathbf{r}} . \tag{3.34}
\end{equation*}
$$

\]

(If $\mathbf{k}$ is close to, but not on, the Brillouin zone boundary, there will be a slight mixing between the even and odd eigenmodes-this will not modify our conclusions significantly.) Let $\mathbf{k}_{ \pm}$denote global maxima of the functions $\lambda_{ \pm}(\mathbf{k})$ and set $\mathbf{k}^{*}=\mathbf{k}_{+}$if $\lambda_{+}\left(\mathbf{k}_{+}\right)>\lambda_{-}\left(\mathbf{k}_{-}\right)$and $\mathbf{k}^{*}=\mathbf{k}_{-}$otherwise. It follows that the marginally stable eigenmodes will be of the approximate form $a(\mathbf{r})=\sum_{j=1, \ldots, N} A_{j} a_{\mathbf{k}_{j}}^{ \pm}(\mathbf{r})+$ c.c. with $\mathbf{k}_{1}=\mathbf{k}^{*}$ and $\mathbf{k}_{j}, j=2, \ldots, N$, related to $\mathbf{k}^{*}$ by discrete rotations of the lattice. Even ( + ) modes will be selected when $\mathbf{k}^{*}=\mathbf{k}_{+}$and odd ( - ) modes when $\mathbf{k}^{*}=\mathbf{k}_{-}$.

### 3.4. Pinning of cortical patterns

We conclude from the above perturbation analysis that for certain critical wavenumbers $k_{\mathrm{c}}$ the resulting cortical activity patterns are pinned to the underlying lattice $\mathcal{L}$. This follows from the structure of the even and odd solutions (3.34), which are in the form of standing waves whose amplitudes vary as $\cos (\mathbf{Q} \cdot \mathbf{r} / 2)$ and $\sin (\mathbf{Q} \cdot \mathbf{r} / 2)$, respectively. Consider, for example, the simple case of a roll pattern along the $x$-axis with $\mathbf{k}^{*}=\left(k_{\mathrm{c}}, 0\right)$ and a square reciprocal lattice $\hat{\mathcal{L}}$ with generators $\hat{\ell}_{1}=\left(d^{-1}, 0\right)$ and $\hat{\ell}_{2}=\left(0, d^{-1}\right)$, where $d$ is the lattice spacing. If $k_{\mathrm{c}}=\pi / d$ then $\mathbf{Q}=(2 \pi / d, 0)$ and the even/odd modes are of the form

$$
\begin{equation*}
a^{+}(x)=\cos \left(\frac{1}{2} k_{\mathrm{c}} x\right), \quad a^{-}(x)=\sin \left(\frac{1}{2} k_{\mathrm{c}} x\right) . \tag{3.35}
\end{equation*}
$$

Thus the even mode has extrema at sites on the lattice $\mathcal{L}$ (corresponding to CO blobs, say) whereas the odd mode has extrema between lattice sites (corresponding to inter-blobs, say). This is illustrated in Fig. 9 for a one-dimensional lattice. One might have expected the activity patterns in Fig. 9 to have their maxima at the CO blobs, since the latter are supposed to be sites of higher metabolic activity. However, it should be remembered that the staining of the blobs to CO occurs under conditions of normal vision. Thus the primary source of higher activity in this case is due to the external drive from the lateral geniculate nucleus (LGN) induced by visual stimuli. In this paper, on the other hand, we are considering spontaneous cortical activity in the absence of any visual stimuli. Thus, in the case of homogeneous cortical interactions, there is no intrinsic mechanism for ensuring that the peaks of spontaneous activity coincide with the CO blobs. We have shown that inhomogeneities in the horizontal connections that correlate with the distribution of CO blobs can break translation symmetry in such a way as to pin the activity pattern to the blobs along the lines of Fig. 9.

The above result raises two important issues. First, under what circumstances will the wavenumber of the primary pattern lie close to a Brillouin zone boundary so that pinning occurs? Second, to what extent does the pinning of the pattern to the lattice $\mathcal{L}$ persist when nonlinearities are included? We will investigate the first issue in the remainder of this section and address the second issue in Sections 4 and 5. In order to proceed, it is useful to consider a slightly


Fig. 9. Even and odd eigenmodes localized around blob and inter-blob regions.
different form of the homogeneous patchy weight distribution $J(\mathbf{r})$ given by Eq. (2.6):

$$
\begin{equation*}
J(\mathbf{r})=\sum_{\ell \in \mathcal{\mathcal { L } _ { 0 } , \ell \neq 0}} J_{0}(|\mathbf{r}|) G(\mathbf{r}-\ell), \tag{3.36}
\end{equation*}
$$

where $G$ is a localized function that determines the size and shape of an individual horizontal patch. For simplicity, consider the limiting case in which the patch size is infinitesimal such that $G(\mathbf{r}) \rightarrow \delta(\mathbf{r})$. The basic idea can now be illustrated by considering a one-dimensional version with

$$
\begin{equation*}
J(x)=\sum_{n \neq 0} J_{0}\left(n d_{0}\right) \delta\left(x-n d_{0}\right), \tag{3.37}
\end{equation*}
$$

where $d_{0}$ is the patch spacing (see Section 2). Taking the one-dimensional Fourier transform of $J$ gives

$$
\begin{equation*}
\tilde{J}(k)=\sum_{n \neq 0} J_{0}\left(n d_{0}\right) \mathrm{e}^{-\mathrm{i} k n d_{0}} . \tag{3.38}
\end{equation*}
$$

In the case of the exponential function (2.7) with $K=1$, the sum over lattice sites may be performed explicitly to yield

$$
\begin{equation*}
\tilde{J}(k)=\frac{\mathrm{e}^{d_{0} / \xi} \cos \left(k d_{0}\right)-1}{\left[\mathrm{e}^{d_{0} / \xi} \cos \left(k d_{0}\right)-1\right]^{2}+\left[\mathrm{e}^{d_{0} / \xi} \sin \left(k d_{0}\right)\right]^{2}} . \tag{3.39}
\end{equation*}
$$

It follows that for infinitesimal patch size, the Fourier transform of the homogeneous part of the horizontal weight distribution is a $\left(2 \pi / d_{0}\right)$-periodic function of $k$ and thus has an infinite set of global maxima and global minima. This infinite degeneracy is then broken by the local connections resulting in dispersion curves such as shown in Fig. 10. Given the range of the local connections $W_{0}$, the maximum of $\tilde{W}(k)$ is likely to occur close to the peak $k_{\mathrm{c}} \approx 2 \pi / d_{0}$. Finally, recall from Section 2 that the lattice spacing $d_{0}$ of the patchy horizontal connections may differ from the periodicity $d$ of the inhomogeneity $D(\mathbf{r})$. This is illustrated in Fig. 4 for the case of CO blobs. Thus, in our one-dimensional example it is possible that $d_{0}=2 d$ and hence $k_{\mathrm{c}} \approx \pi / d$. Note that the above argument is easily extended to the case of finite patch size: there is simply an additional factor $\tilde{G}(k)$ multiplying the second term on the right-hand side of Eq. (3.39).


Fig. 10. Thin solid curve: Fourier transform $\tilde{W}_{0}(k)$ of a local Mexican hat weight distribution. Dashed curve: Fourier transform $\tilde{J}(k)$ of long-range weight distribution satisfying Eq. (3.39) with $\xi=2 d_{0}$. Thick solid curve: Fourier transform of the total weight distribution $\tilde{W}(k)=\tilde{W}_{0}(k)+\kappa \tilde{J}(k)$ for $\kappa=0.25$.

## 4. Multiple scale analysis of nonlocal cortical model

In order to investigate the saturation, stabilization and selection of cortical patterns beyond the primary bifurcation point, it is necessary to carry out a nonlinear analysis of Eq. (2.10). In the vicinity of the bifurcation point, one can exploit a separation of time and space scales to derive a Ginzburg amplitude equation for the primary pattern along analogous lines to the analysis of fluid convection patterns [17,18,35,40,46]. However, the analysis of cortical patterns is complicated by the fact that the underlying integro-differential equation (2.10) is nonlocal in space. In this section we develop a multiple scale perturbation expansion of this equation that takes into account the nonlocal nature of the neuronal interactions. Note that previous studies of cortical pattern formation have focused on the selection and stability of uniform amplitude roll, square and hexagonal patterns [12,19,21]. The analysis presented here extends this work by taking into account slow spatial phase modulations of the amplitude. It is well known from fluid convection that diffusion-induced long-wavelength phase modulations of primary patterns can induce secondary instabilities away from the bifurcation point [17,18,46]. A major reason for being interested in these phase instabilities in the case of the cortical model (2.10) is that they can couple to weak, spatially periodic variations in the strength of the horizontal connections as specified by the function $D(\mathbf{r})$. Such a coupling provides a nonlinear mechanism for pinning the pattern to the underlying cortical lattice, as explained in Section 5.

### 4.1. Method of multiple scales

For simplicity, we will restrict our analysis to spatial modulations of a roll pattern that are parallel to the critical wavevector, which is chosen to be in the $x$-direction. Since the amplitude of the pattern is then $y$-independent, Eq. (2.10) can effectively be reduced to the one-dimensional system

$$
\begin{equation*}
\frac{\partial a(x, t)}{\partial t}=-a(x, t)+\int W\left(x-x^{\prime}\right) f\left(a\left(x^{\prime}, t\right)\right) \mathrm{d} x^{\prime}+\kappa D(x) \int J\left(x-x^{\prime}\right) f\left(a\left(x^{\prime}, t\right)\right) \mathrm{d} x^{\prime}+h_{0} . \tag{4.1}
\end{equation*}
$$

Here $W(x)=\int_{\mathbf{R}} W(\mathbf{r}) \mathrm{d} y, J(x)=\int_{\mathbf{R}} J(\mathbf{r}) \mathrm{d} y$ and $D(x)=L^{-1} \int_{0}^{L} D(\mathbf{r}) \mathrm{d} y$. Let $a(x, t)=a_{0}$ be a homogeneous fixed point solution of Eq. (4.1) when $\kappa=0$ (homogeneous horizontal connections). Linearizing about the fixed point leads to the dispersion relation

$$
\begin{equation*}
\lambda(k)=-1+\mu \tilde{W}(k), \tag{4.2}
\end{equation*}
$$

where $\tilde{W}(k)$ is the Fourier transform of the weight distribution $W(x)$. Suppose that the fixed point undergoes a primary pattern forming instability at the critical parameter value $\mu=\mu_{\mathrm{c}}$, where $\mu_{\mathrm{c}}^{-1}=\tilde{W}\left(k_{\mathrm{c}}\right)$. Expanding the dispersion equation about the critical wavenumber $k_{\mathrm{c}}$ and using the fact that $\tilde{W}\left(k_{\mathrm{c}}\right)$ is a maximum gives

$$
\begin{equation*}
\lambda(k)=-1+\left(\mu_{\mathrm{c}}+\Delta \mu\right)\left(\tilde{W}\left(k_{\mathrm{c}}\right)+\frac{1}{2}\left(k-k_{\mathrm{c}}\right)^{2} \frac{\mathrm{~d}^{2} \tilde{W}}{\mathrm{~d} k^{2}}\left(k_{\mathrm{c}}\right)+\cdots\right)=\Delta \mu \tilde{W}\left(k_{\mathrm{c}}\right)-\alpha\left(k-k_{\mathrm{c}}\right)^{2}+\cdots, \tag{4.3}
\end{equation*}
$$

where $\Delta \mu=\mu-\mu_{\mathrm{c}}$ and $\alpha=-\mu_{\mathrm{c}} \tilde{W}_{0}^{\prime \prime}\left(k_{\mathrm{c}}\right) / 2>0$. Introducing the small parameter $\varepsilon$ and setting $\Delta \mu=\varepsilon^{2}$ we see that the unstable modes occupy a band of width $\mathcal{O}(\varepsilon)$ and the rate of growth of the patterns is $\mathcal{O}\left(\varepsilon^{2}\right)$. The interaction of two or more modes within the unstable band gives rise to a spatial modulation of the periodic pattern on a length-scale that is $\mathcal{O}(1 / \varepsilon)$ compared to the pattern wavelength $2 \pi / k_{\mathrm{c}}$. Within a multiple scale perturbation expansion this suggests introducing a slow spatial scale $X=\varepsilon x$. Similarly, the slow growth rate of the patterns implies that there is a slow time scale $T=\varepsilon^{2} t$. Given these slow spatial and temporal scales, we define the following
multiple scale version of the integro-differential evolution Eq. (4.1):

$$
\begin{align*}
\varepsilon^{2} \frac{\partial a(x, X, T)}{\partial T}= & -a(x, X, T)+\int W\left(x-x^{\prime}\right) f\left(a\left(x^{\prime}, X+\varepsilon\left(x^{\prime}-x\right), T\right)\right) \mathrm{d} x^{\prime} \\
& +\kappa D(x) \int J\left(x-x^{\prime}\right) f\left(a\left(x^{\prime}, X+\varepsilon\left(x^{\prime}-x\right), T\right)\right) \mathrm{d} x^{\prime}+h_{0} \tag{4.4}
\end{align*}
$$

Note that we have explicitly taken into account the nonlocal shift in the slow spatial coordinate $X$ by an amount $\varepsilon\left(x^{\prime}-x\right)$. The particular form of Eq. (4.4) is motivated by the observation that it satisfies the following two properties: (i) a perturbation expansion in $\varepsilon$ reproduces the dispersion relation (4.3); (ii) in the case of exponential weights it reduces to an equivalent multiple scale differential equation (see Appendix A).

In order to carry out a perturbation expansion of Eq. (4.4), we have to specify the $\varepsilon$-dependence of the inhomogeneity $D$ and the coupling $\kappa$. For concreteness, we consider the periodic function $D(x)=D_{0}\left[\mathrm{e}^{2 \pi \mathrm{i} x / d}+\mathrm{e}^{-2 \pi \mathrm{i} x / d}\right]$ with the lattice spacing $d$ satisfying the near-resonance condition

$$
\begin{equation*}
\frac{2 \pi}{d}=\frac{n}{m}\left(k_{\mathrm{c}}+\varepsilon q\right), \quad n \neq m \tag{4.5}
\end{equation*}
$$

for integers $n, m$. If $q \equiv 0$ then the lattice spacing $d$ is rationally related to the critical wavelength of the roll pattern. The amplitude $D_{0}$ of the spatial inhomogeneity can be absorbed into $\kappa$ so that, in terms of fast and slow variables

$$
\begin{equation*}
D(x, X)=\mathrm{e}^{\mathrm{i} n k_{\mathrm{c}} x / m} \mathrm{e}^{\mathrm{i} n q X / m}+\text { c.c. } \tag{4.6}
\end{equation*}
$$

Given this form for $D$, we carry out a perturbation expansion of Eq. (4.4) in three distinct coupling regimes: (i) $\kappa=0$; (ii) $\kappa=\mathcal{O}\left(\varepsilon^{2}\right)$; (iii) $\kappa=\mathcal{O}(\varepsilon)$. The smallness of $\kappa$ reflects both the relative strength of the horizontal connections and the amplitude of the inhomogeneity. In each case we substitute the series expansion

$$
\begin{equation*}
a=a_{0}+\varepsilon a_{1}+\varepsilon^{2} a_{2}+\varepsilon^{3} a_{3}+\cdots \tag{4.7}
\end{equation*}
$$

into Eq. (4.4) and expand the firing-rate function $f(a)$ as a Taylor series about $a_{0}$

$$
\begin{equation*}
f(a)=f\left(a_{0}\right)+\mu\left(a-a_{0}\right)+g_{2}\left(a-a_{0}\right)^{2}+g_{3}\left(a-a_{0}\right)^{3}+\cdots, \tag{4.8}
\end{equation*}
$$

where $g_{2}=f^{\prime \prime}\left(a_{0}\right) / 2, g_{3}=f^{\prime \prime \prime}\left(a_{0}\right) / 6$. We also expand $a_{n}\left(x^{\prime}, X+\varepsilon\left(x^{\prime}-x\right), T\right)$ as a Taylor series in powers of $\varepsilon\left(x^{\prime}-x\right)$. Finally, we collect terms at successive orders of $\varepsilon$ to obtain a hierarchy of equations for the components $a_{n}(x, X, T)$; solvability conditions arising from the higher-order equations then determine the amplitude equation for the slow behavior of the critical mode $a_{1}$ :

$$
\begin{equation*}
a_{1}(x, X, T)=A(X, T) \mathrm{e}^{\mathrm{i} k_{\mathrm{c}} x}+A^{*}(X, T) \mathrm{e}^{-\mathrm{i} k_{\mathrm{c}} x}, \tag{4.9}
\end{equation*}
$$

where $A(X, T)$ represents a slowly varying envelope of the roll pattern. Assuming the near-resonance condition (4.5), we show that the amplitude equation in the presence of weak spatially periodic modulated horizontal connections takes the general form

$$
\begin{equation*}
\frac{\partial A}{\partial T}=\omega A+\alpha \frac{\partial^{2} A}{\partial X^{2}}-\beta|A|^{2} A+\gamma A^{* n-1} \mathrm{e}^{\mathrm{i} \eta q X} \tag{4.10}
\end{equation*}
$$

where $\gamma \sim \kappa^{m}$.
An amplitude equation of the form (4.10) was previously derived within the context of fluid convection under external periodic forcing [15], where it was used to investigate commensurate-incommensurate transitions and quasiperiodic structures associated with the mismatch between the periodicities of the forcing and the critical mode. In Section 5 we will reformulate these results in terms of the mismatch in the periodicities of cortical activity
patterns and the underlying functional architecture of cortex. Note that the general form of the amplitude Eq. (4.10) can be derived using symmetry arguments [15]. For example, the first two terms on the right-hand side can be obtained by Fourier-Laplace transforming the dispersion relation (4.3) and rescaling. In the homogeneous case ( $\gamma=0$ ), the amplitude equation is equivariant with respect to the transformation $A \rightarrow A \mathrm{e}^{\mathrm{i} \phi}$, which reflects the translation invariance of the system. The lowest-order nonlinear term that has this symmetry is a cubic. The final term on the right-hand side of Eq. (4.10) reflects a discrete phase symmetry that persists when the inhomogeneity $D(\mathbf{r})$ satisfies the near-resonance condition (4.5). Note that symmetry arguments are not sufficient to determine the model-dependent coefficients $\alpha, \beta, \gamma, \omega$, which can only be calculated explicitly by carrying out some form of perturbation expansion. Given the nonlocal nature of the original evolution Eq. (2.10), it is worthwhile presenting the details of this calculation here. Moreover, the actual value of the coefficients is important. First, $\alpha$ determines the effective coherence length $\xi_{X}$ of long-wavelength fluctuations according to $\xi_{X}=\sqrt{\alpha} / \varepsilon$; the validity of Eq. (4.10) requires that $\xi_{X} \ll L$, where $L$ is the system size. Second, the sign of $\beta$ determines whether or not the bifurcation is supercritical or subcritical. Third, all of the coefficients determine whether or not pinning occurs (see Section 5).

### 4.2. Case $\kappa=0$

Setting $\kappa=0$ in Eq. (4.4) and expanding to $\mathcal{O}\left(\varepsilon^{3}\right)$ leads to the following set of equations:

$$
\begin{align*}
& a_{0}=\bar{W}_{0} f\left(a_{0}\right)+h_{0},  \tag{4.11}\\
& \mathcal{H} a_{1}=0,  \tag{4.12}\\
& \mathcal{H} a_{2}=W *\left[g_{2} a_{1}^{2}+\mu_{\mathrm{c}} \mathcal{Q}_{1} a_{1}\right] \equiv b_{2},  \tag{4.13}\\
& \mathcal{H} a_{3}=-\frac{\partial a_{1}}{\partial T}+W *\left[a_{1}+g_{3} a_{1}^{3}+2 g_{2} a_{1} a_{2}+\mu_{\mathrm{c}} \mathcal{Q}_{2} a_{1}+\mu_{\mathrm{c}} \mathcal{Q}_{1} a_{2}+2 g_{2} a_{1} \mathcal{Q}_{1} a_{1}\right], \equiv b_{3} . \tag{4.14}
\end{align*}
$$

Here $*$ denotes convolution with respect to the fast spatial variables

$$
\begin{equation*}
W * a(x)=\int W\left(x-x^{\prime}\right) a\left(x^{\prime}\right) \mathrm{d} x^{\prime} \tag{4.15}
\end{equation*}
$$

$\mathcal{H}$ is the linear operator

$$
\begin{equation*}
\mathcal{H} a=a-\mu_{\mathrm{c}} W * a, \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
W * \mathcal{Q}_{n} a(x, X, T)=\frac{1}{n!} \int W\left(x-x^{\prime}\right)\left(x^{\prime}-x\right)^{n} \frac{\partial^{n} a\left(x^{\prime}, X, T\right)}{\partial X^{n}} \mathrm{~d} x^{\prime} . \tag{4.17}
\end{equation*}
$$

The $\mathcal{O}(1)$ equation determines the fixed point $a_{0}$ whereas the $\mathcal{O}(\epsilon)$ equation has the critical roll solution (4.9).
A dynamical equation for the complex amplitude $A(X, T)$ can be derived by considering solvability conditions for the inhomogeneous linear Eqs. (4.13) and (4.14), which have the form $\mathcal{L} a_{n}=b_{n}$ for $n=2$, 3 . Since the linear operator $\mathcal{H}$ has a one-dimensional kernel, namely the critical mode (4.9), each inhomogeneous equation only has a solution if $b_{n}$ is orthogonal to the kernel of $\mathcal{H}^{\dagger}$, the operator adjoint to $\mathcal{H}$. If we define the inner product of two periodic functions $U(x), V(x)$ according to

$$
\begin{equation*}
\langle V \mid U\rangle=\frac{1}{L} \int_{0}^{L} V^{*}(x) U(x) \mathrm{d} x, \tag{4.18}
\end{equation*}
$$

where $L$ is the system size, then $\mathcal{H}$ is actually self-adjoint. Hence, setting $V=\mathrm{e}^{\mathrm{i} k_{\mathrm{c}} x}$ we obtain the solvability conditions

$$
\begin{equation*}
\left\langle V \mid b_{n}\right\rangle=0, \tag{4.19}
\end{equation*}
$$

together with their complex conjugates. (Recall that under periodic boundary conditions $k_{\mathrm{c}}=2 \pi n_{c} / L$ for some integer $n_{c}$ so that $V$ is an $L$-periodic function.)

In order to simplify the calculation we take $g_{2}=0$, since this does not alter the structure of the resulting amplitude equation. The $\mathcal{O}\left(\varepsilon^{2}\right)$ Eq. (4.13) then becomes $\mathcal{H} a_{2}=\mu_{c} W * \mathcal{Q}_{1} a_{1}$, where

$$
\begin{equation*}
W * \mathcal{Q}_{1} a_{1}(x, X, T)=\int W\left(x-x^{\prime}\right)\left(x^{\prime}-x\right) \frac{\partial A(X, T)}{\partial X} \mathrm{e}^{\mathrm{i} k_{\mathrm{c}} x^{\prime}} \mathrm{d} x^{\prime}+\mathrm{c} . \mathrm{c} .=-\left.\mathrm{i} \frac{\partial A(X, T)}{\partial X} \frac{\partial \tilde{W}(k)}{\partial k}\right|_{k=k_{\mathrm{c}}}=0, \tag{4.20}
\end{equation*}
$$

since $\tilde{W}^{\prime}\left(k_{\mathrm{c}}\right)=0$. Hence, the $\mathcal{O}\left(\varepsilon^{2}\right)$ Eq. (4.13) reduces to $\mathcal{H} a_{2}=0$ with solution $a_{2} \sim a_{1}$. [In the case $g_{2} \neq 0$ there are also zeroth and second-order harmonic contributions to $a_{2}$.] We are thus free to set $a_{2}=0$ so that the $\mathcal{O}\left(\varepsilon^{3}\right)$ solvability condition is

$$
\begin{equation*}
\left\langle V \left\lvert\, \frac{\partial a_{1}}{\partial T}\right.\right\rangle=\left\langle V \mid W *\left[a_{1}+g_{3} a_{1}^{3}+\mu_{\mathrm{c}} \mathcal{Q}_{2} a_{1}\right]\right\rangle . \tag{4.21}
\end{equation*}
$$

The term $W * \mathcal{Q}_{2} a_{1}$ can be determined along similar lines to $W * \mathcal{Q}_{1} a_{1}$ and we find that

$$
\begin{align*}
W * \mathcal{Q}_{2} a_{1}(x, X, T) & =\frac{1}{2} \int W\left(x-x^{\prime}\right)\left(x^{\prime}-x\right)^{2} \frac{\partial^{2} A(X, T)}{\partial X^{2}} \mathrm{e}^{\mathrm{i} k_{c} x^{\prime}} \mathrm{d} x^{\prime}+\text { c.c. } \\
& =-\left.\frac{1}{2} \mathrm{e}^{\mathrm{i} k_{c} x} \frac{\partial^{2} A(X, T)}{\partial X^{2}} \frac{\partial^{2} \tilde{W}}{\partial k^{2}}\right|_{k=k_{\mathrm{c}}}+\text { c.c. } \tag{4.22}
\end{align*}
$$

The various inner products in Eq. (4.21) can now be evaluated straightforwardly. For example

$$
\begin{equation*}
\left\langle V \mid W * a_{1}^{3}\right\rangle=\frac{1}{L} \int_{0}^{L} \mathrm{e}^{-\mathrm{i} k_{c} x} \tilde{W}\left(k_{\mathrm{c}}\right)\left[A \mathrm{e}^{\mathrm{i} k_{\mathrm{c}} x}+A^{*} \mathrm{e}^{-\mathrm{i} k_{\mathrm{c}} x}\right]^{3} \mathrm{~d} x=3 \tilde{W}\left(k_{\mathrm{c}}\right) A|A|^{2} \tag{4.23}
\end{equation*}
$$

Collecting together all our results then leads to the Ginzburg-Landau amplitude Eq. (4.10) with coefficients

$$
\begin{equation*}
\omega=\tilde{W}\left(k_{\mathrm{c}}\right), \quad \alpha=-\frac{1}{2} \mu_{\mathrm{c}} \tilde{W}^{\prime \prime}\left(k_{\mathrm{c}}\right), \quad \beta=-3 g_{3} \tilde{W}\left(k_{\mathrm{c}}\right), \quad \gamma=0 \tag{4.24}
\end{equation*}
$$

4.3. Case $\kappa=\mathcal{O}\left(\varepsilon^{2}\right)$

Setting $\kappa=\varepsilon^{2} \kappa_{0}$ in Eq. (4.4) and expanding to $\mathcal{O}\left(\varepsilon^{3}\right)$ generates additional terms in Eqs. (4.13) and (4.14):

$$
\begin{align*}
& \mathcal{H} a_{2}=b_{2}+\kappa_{0} D \bar{J} f\left(a_{0}\right),  \tag{4.25}\\
& \mathcal{H} a_{3}=b_{3}+\kappa_{0} \mu_{\mathrm{c}} D J * a_{1}, \tag{4.26}
\end{align*}
$$

where $\bar{J}=\int J(x) \mathrm{d} x$ and $D$ is given by Eq. (4.6). Assuming for simplicity that $g_{2}=0$, we find that $b_{2}=0$ so that Eq. (4.25) becomes $\mathcal{H} a_{2}=\kappa_{0} D J_{0} f\left(a_{0}\right)$, which has the particular solution

$$
\begin{equation*}
a_{2}(x, X, T)=\frac{\kappa_{0} \bar{J} f\left(a_{0}\right)}{1-\mu_{\mathrm{c}} \tilde{W}\left(n k_{\mathrm{c}} / m\right)} D(x, X) . \tag{4.27}
\end{equation*}
$$

Note that we are free to set the complementary part of $a_{2}$ to be zero such that $a_{2}$ does not contribute to the $\mathcal{O}\left(\varepsilon^{3}\right)$ solvability condition. The latter reduces to Eq. (4.21) with an additional term arising from the horizontal interactions:

$$
\begin{equation*}
\left\langle V \left\lvert\, \frac{\partial a_{1}}{\partial T}\right.\right\rangle=\left\langle V \mid W *\left[a_{1}+g_{3} a_{1}^{3}+\mu_{\mathrm{c}} \mathcal{Q}_{2} a_{1}\right]\right\rangle+\kappa_{0} \mu_{\mathrm{c}}\left\langle V \mid D J * a_{1}\right\rangle . \tag{4.28}
\end{equation*}
$$

The final inner product on the right-hand side can be evaluated as follows:

$$
\begin{align*}
\left\langle V \mid D J * a_{1}\right\rangle & =\frac{1}{L} \int_{0}^{L} \mathrm{e}^{-\mathrm{i} k_{\mathrm{c}} x}\left[\mathrm{e}^{\mathrm{i} n k_{\mathrm{c}} x / m} \mathrm{e}^{\mathrm{i} n q X / m}+\text { c.c. }\right] \tilde{J}\left(k_{\mathrm{c}}\right)\left[A(X, T) \mathrm{e}^{\mathrm{i} k_{\mathrm{c}} x}+\text { c.c. }\right] \mathrm{d} x \\
& =\delta_{2 m, n} \mathrm{e}^{\mathrm{i} 2 q X} \tilde{J}\left(k_{\mathrm{c}}\right) A^{*}(X, T) . \tag{4.29}
\end{align*}
$$

Hence, when $\kappa=\mathcal{O}\left(\varepsilon^{2}\right)$ and the near-resonance condition (4.5) holds with $n=2 m$, the resulting amplitude equation is given by (4.10) for $n=2$, with the coefficients $\omega, \alpha, \beta$ satisfying Eq. (4.24) and

$$
\begin{equation*}
\gamma=\kappa_{0} \mu_{\mathrm{c}} \tilde{J}\left(k_{\mathrm{c}}\right) . \tag{4.30}
\end{equation*}
$$

We conclude that if the periodicity of the horizontal connections is approximately half the wavelength of the roll pattern at the primary instability, $d \approx \pi / k_{\mathrm{c}}$, then the corresponding synaptic interactions can couple to the cubic order amplitude equation.

### 4.4. Case $\kappa=\mathcal{O}(\varepsilon)$

Setting $\kappa=\varepsilon \kappa_{0}$ in Eq. (4.4) and expanding to $\mathcal{O}\left(\varepsilon^{3}\right)$ generates additional terms in Eqs. (4.12)-(4.14):

$$
\begin{align*}
& \mathcal{H} a_{1}=\kappa_{0} D \bar{J} f\left(a_{0}\right), \quad \mathcal{H} a_{2}=b_{2}+\kappa_{0} \mu_{\mathrm{c}} D J * a_{1},  \tag{4.31}\\
& \mathcal{H} a_{3}=b_{3}+\kappa_{0} D J *\left[\mu_{\mathrm{c}} a_{2}+\mu_{\mathrm{c}} \mathcal{Q}_{1} a_{1}+g_{2} a_{1}^{2}\right] . \tag{4.32}
\end{align*}
$$

We take $D$ to be given by Eq. (4.6) with $p$ satisfying the near-resonance condition (4.5). The solution of the first-order Eq. (4.31) now consists of complementary and particular parts. If the complementary solution is taken to be a roll pattern along the $x$-axis then

$$
\begin{equation*}
a_{1}(x, X, T)=A(X, T) \mathrm{e}^{\mathrm{i} k_{\mathrm{c}} x}+\Gamma \mathrm{e}^{\mathrm{i} n k_{\mathrm{c}} x / m} \mathrm{e}^{\mathrm{i} n q X / m}+\text { c.c. }, \tag{4.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma=\frac{\kappa_{0} \bar{J} f\left(a_{0}\right)}{1-\mu_{\mathrm{c}} \tilde{W}\left(n k_{\mathrm{c}} / m\right)} . \tag{4.34}
\end{equation*}
$$

Setting $g_{2}=0$ and substituting Eq. (4.33) into (4.32), we find that the particular solution for $a_{2}$ is

$$
\begin{align*}
a_{2}(x, X, T)= & \mathcal{A}_{0}+\mathcal{A}_{1} \mathrm{e}^{\mathrm{i}(n / m) k_{\mathrm{c}} x} \mathrm{e}^{\mathrm{i}(n / m) q X}+\mathcal{A}_{2} \mathrm{e}^{\mathrm{i}(2 n / m) k_{\mathrm{c}} x} \mathrm{e}^{\mathrm{i}(2 n / m) q X} \\
& +\left[\mathcal{A}_{+} \mathrm{e}^{\mathrm{i}(1+n / m) k_{\mathrm{c}} x} \mathrm{e}^{\mathrm{i}(n / m) q X}+\mathcal{A}_{-} \mathrm{e}^{\mathrm{i}(1-n / m) k_{\mathrm{c}} x} \mathrm{e}^{-\mathrm{i}(n / m) q X}\right] A(X, T)+\mathrm{c} . \mathrm{c} ., \tag{4.35}
\end{align*}
$$

where

$$
\begin{array}{ll}
\mathcal{A}_{0}=\frac{\kappa_{0} \mu_{\mathrm{c}} \Gamma \tilde{J}\left(n k_{\mathrm{c}} / m\right)}{1-\mu_{\mathrm{c}} \tilde{W}(0)}, & \mathcal{A}_{ \pm}=\frac{\kappa_{0} \mu_{\mathrm{c}} \tilde{J}\left(k_{\mathrm{c}}\right)}{1-\mu_{\mathrm{c}} \tilde{W}\left(n k_{\mathrm{c}} / m \pm k_{\mathrm{c}}\right)}, \\
\mathcal{A}_{1}=\frac{\mu_{\mathrm{c}} \Gamma \tilde{W}^{\prime}\left(n k_{\mathrm{c}} / m\right)}{1-\mu_{\mathrm{c}} \tilde{W}\left(n k_{\mathrm{c}} / m\right)} \frac{n q}{m}, & \mathcal{A}_{2}=\frac{\kappa_{0} \mu_{\mathrm{c}} \Gamma \tilde{J}\left(n k_{\mathrm{c}} / m\right)}{1-\mu_{\mathrm{c}} \tilde{W}\left(2 n k_{\mathrm{c}} / m\right)} . \tag{4.37}
\end{array}
$$

The associated solvability condition requires: (i) $\tilde{J}\left(k_{\mathrm{c}} / 2\right)=0$ when $m=2 n$; (ii) $\tilde{J}\left(k_{\mathrm{c}}\right)=0$ when $n=2 m$ (at least to the given order of $\varepsilon$ ). We choose the complementary part of $a_{2}$ to be zero.
The $\mathcal{O}\left(\varepsilon^{3}\right)$ solvability condition can be written as

$$
\begin{equation*}
\left\langle V \left\lvert\, \frac{\partial a_{1}}{\partial T}\right.\right\rangle=\left\langle V \mid W *\left[a_{1}+g_{3} a_{1}^{3}+\mu_{\mathrm{c}} \mathcal{Q}_{2} a_{1}\right]\right\rangle+\mu_{\mathrm{c}}\left\langle V \mid W * \mathcal{Q}_{1} a_{2}\right\rangle+\kappa_{0} \mu_{\mathrm{c}}\left\langle V \mid D J *\left[\mathcal{Q}_{1} a_{1}+a_{2}\right]\right\rangle . \tag{4.38}
\end{equation*}
$$

Eq. (4.35) together with the $\mathcal{O}\left(\varepsilon^{2}\right)$ solvability conditions imply that $\left\langle V \mid W * \mathcal{Q}_{1} a_{2}\right\rangle=0$. Eq. (4.17), (4.22) and (4.23) imply that

$$
\begin{equation*}
W * \mathcal{Q}_{2} a_{1}=-\frac{1}{2} \mathrm{e}^{\mathrm{i} k_{\mathrm{c}} x} \tilde{W}^{\prime \prime}\left(k_{\mathrm{c}}\right) \frac{\partial^{2}}{\partial X^{2}} A(X, T)+\text { c.c. }+\Gamma W * \mathcal{Q}_{2} D \tag{4.39}
\end{equation*}
$$

with

$$
\begin{equation*}
W * \mathcal{Q}_{2} D=\frac{1}{2}\left(\frac{n q}{m}\right)^{2} \mathrm{e}^{\mathrm{i} n k_{\mathrm{c}} x / m} \mathrm{e}^{\mathrm{i} n q X / m} \tilde{W}^{\prime \prime}\left(n k_{\mathrm{c}} / m\right)+\text { c.c. } \tag{4.40}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left\langle V \mid W * \mathcal{Q}_{2} a_{1}\right\rangle=-\frac{1}{2} \tilde{W}^{\prime \prime}\left(k_{\mathrm{c}}\right) \frac{\partial^{2}}{\partial X^{2}} A(X, T) . \tag{4.41}
\end{equation*}
$$

Expanding $a_{1}^{3}$ using Eq. (4.33) yields

$$
\begin{equation*}
\left\langle V \mid W * a_{1}^{3}\right\rangle=g_{3} \tilde{W}\left(k_{\mathrm{c}}\right)\left(3 A|A|^{2}+6|\Gamma|^{2} A+3 \delta_{n, 3 m} A^{* 2} \Gamma \mathrm{e}^{3 \mathrm{i} q X}+\Gamma^{3} \delta_{3 n, m} \mathrm{e}^{\mathrm{i} q X}\right) . \tag{4.42}
\end{equation*}
$$

Eqs. (4.17), (4.22) and (4.33) show that

$$
\begin{equation*}
J * \mathcal{Q}_{1} a_{1}=-\mathrm{i} \frac{\partial A^{*}}{\partial X} \mathrm{e}^{\mathrm{i} k_{\mathrm{c}} x} \tilde{J}^{\prime}\left(k_{\mathrm{c}}\right)+\frac{n q \Gamma}{m} \mathrm{e}^{\mathrm{i} n k_{\mathrm{c}} x / m} \mathrm{e}^{\mathrm{i} n q X / m} \tilde{J}^{\prime}\left(n k_{\mathrm{c}} / m\right)+\text { c.c. } \tag{4.43}
\end{equation*}
$$

and hence (for $n \neq 2 m, m \neq 2 n$ )

$$
\begin{equation*}
\left\langle V \mid D J * \mathcal{Q}_{1} a_{1}\right\rangle=0 . \tag{4.44}
\end{equation*}
$$

Finally, Eq. (4.35) implies that

$$
\begin{equation*}
\left\langle V \mid D J * a_{2}\right\rangle=\mathcal{A}_{2} \tilde{J}\left(2 k_{\mathrm{c}} / 3\right) \mathrm{e}^{\mathrm{i} q X} \delta_{3 n, m}+\left[\mathcal{A}_{+} \tilde{J}\left([1+n / m] k_{\mathrm{c}}\right)+\mathcal{A}_{-} \tilde{J}\left([1-n / m] k_{\mathrm{c}}\right)\right] A . \tag{4.45}
\end{equation*}
$$

Combining all of the above results, we deduce that when $\kappa=\mathcal{O}(\varepsilon)$ and the near-resonance condition (4.5) holds with $n=3 m$, the resulting amplitude equation is given by (4.10) for $n=3$, with the coefficients $\alpha$, $\beta$ satisfying Eq. (4.24), and

$$
\begin{equation*}
\omega=\tilde{W}\left(k_{\mathrm{c}}\right)\left(1+6 g_{3}|\Gamma|^{2}\right)+\kappa_{0} \mu_{\mathrm{c}}\left[\mathcal{A}_{+} \tilde{J}\left([1+n / m] k_{\mathrm{c}}\right)+\mathcal{A}_{-} \tilde{J}\left([1-n / m] k_{\mathrm{c}}\right)\right], \quad \gamma=3 g_{3} \tilde{W}\left(k_{\mathrm{c}}\right) \Gamma . \tag{4.46}
\end{equation*}
$$

Similarly, if $m=3 n$ then we obtain Eq. (4.10) for $n=1$ with $\gamma$ given by

$$
\begin{equation*}
\gamma=\kappa_{0} \mu_{\mathrm{c}} \mathcal{A}_{2} \tilde{J}\left(\frac{2}{3} k_{\mathrm{c}}\right) \tag{4.47}
\end{equation*}
$$

## 5. Commensurate-incommensurate transitions in cortex

The amplitude Eq. (4.10) was previously derived using symmetry arguments within the context of a convective fluid system with spatially periodic forcing [15]. By studying solutions of this equation, it was shown how competition
between the periodicities of the external forcing and the critical modes of a primary pattern forming instability could lead to commensurate-incommensurate transitions mediated by soliton-like phase disturbances [15,29]. In this section we review the basic theory of commensurate-incommensurate transitions, and discuss its implications for cortical pattern formation.

First, it is useful to rewrite Eq. (4.10) in the rescaled form

$$
\begin{equation*}
\frac{\partial A}{\partial T}=\omega A+\frac{\partial^{2} A}{\partial X^{2}}-|A|^{2} A+\gamma A^{* n-1} \mathrm{e}^{\mathrm{i} n q X} \tag{5.1}
\end{equation*}
$$

where $X \rightarrow X / \sqrt{\alpha}, A \rightarrow \sqrt{\beta} A, q \rightarrow \sqrt{\alpha} q$ and $\gamma \rightarrow \gamma \beta^{(2-n) / 2}$. Setting $A=R \mathrm{e}^{\mathrm{i} \Theta}$, we obtain the pair of equations

$$
\begin{equation*}
\frac{\partial R}{\partial T}=\omega R-R^{3}+\frac{\partial^{2} R}{\partial X^{2}}-\left(\frac{\partial \Theta}{\partial X}\right)^{2} R+\gamma R^{n-1} \cos [n(\Theta-q X)], \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
R \frac{\partial \Theta}{\partial T}=R \frac{\partial^{2} \Theta}{\partial X^{2}}+2 \frac{\partial R}{\partial X} \frac{\partial \Theta}{\partial X}-\gamma R^{n-1} \sin [n(\Theta-q X)] . \tag{5.3}
\end{equation*}
$$

These have stationary solutions of the form

$$
\begin{equation*}
\Theta=\Theta_{0}(X)=q X+\frac{p \pi}{n}, \quad R=R_{0} \tag{5.4}
\end{equation*}
$$

with $R_{0}$ satisfying

$$
\begin{equation*}
\omega-q^{2}-R_{0}^{2}+\gamma(-1)^{p} R_{0}^{n-2}=0 \tag{5.5}
\end{equation*}
$$

for integers $p$. These represent uniform roll patterns corresponding to the unstable band of modes close to the primary instability.

We investigate the stability of the stationary solutions by substituting

$$
\begin{equation*}
R=R_{0}+r(X, T), \quad \Theta=\Theta_{0}(X)+\phi(X, T) \tag{5.6}
\end{equation*}
$$

into Eqs. (5.2) and (5.3) and expanding to first-order in $\phi, r$. This yields the pair of linear equations

$$
\begin{equation*}
\frac{\partial r}{\partial T}=-\Omega_{r} r+\frac{\partial^{2} r}{\partial X^{2}}-2 R_{0} q \frac{\partial \phi}{\partial X}, \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \phi}{\partial T}=-\Omega_{\phi} \phi+\frac{\partial^{2} \phi}{\partial X^{2}}+\frac{2 q}{R_{0}} \frac{\partial r}{\partial X} \tag{5.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\Omega_{r}=-\left[\omega-q^{2}-3 R_{0}^{2}+(-1)^{p}(n-1) \gamma R_{0}^{n-2}\right], \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{\phi}=(-1)^{p} \gamma n R_{0}^{n-2} . \tag{5.10}
\end{equation*}
$$

It immediately follows from Eqs. (5.8) and (5.10) that the stationary solutions for odd $p$ are unstable with respect to phase perturbations, since $\Omega_{\phi}<0$. Now suppose $\Omega_{r} \gg \Omega_{\phi}>0$ for even $p$, so that the amplitude perturbations $r$ adiabatically follow the phase fluctuations $\phi$. We can then make the approximation

$$
\begin{equation*}
\Omega_{r} r=-2 R_{0} q \frac{\partial \phi}{\partial X} \tag{5.11}
\end{equation*}
$$

which leads to the following phase equation for $\Phi=\Theta-q X$ [15]:

$$
\begin{equation*}
\frac{\partial \Phi}{\partial T}=\Delta \frac{\partial^{2} \Phi}{\partial X^{2}}-\mathcal{K} \sin (n \Phi)=-\frac{\delta \mathcal{V}}{\delta \Phi} \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta=1-\frac{4 q^{2}}{\Omega_{r}}, \quad \mathcal{K}=\gamma R_{0}^{n-2} \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{V}=\int\left[\frac{\Delta}{2}\left(\partial_{X} \Phi+q\right)^{2}-\frac{\mathcal{K}}{n} \cos (n \Phi)\right] \mathrm{d} x . \tag{5.14}
\end{equation*}
$$

Eq. (5.12) is identical to the sine-Gordon equation used to describe commensurate-incommensurate transitions in solids, for which structural configurations correspond to minima of the effective potential $\mathcal{V}$ [4]. For the purposes of the current discussion, we will neglect the $q$-dependence of $\Delta$ and assume that it is fixed. We note, however, that it is possible for $\Delta$ to become negative as $q$ increases, leading to the analog of an Eckhaus instability (see [17,46] for more details). From well known properties of the sine-Gordon equation, the following results then hold:

1. There exists a critical value $q_{0}$ defined by

$$
\begin{equation*}
q_{0}^{2}=\frac{16 \mathcal{K}}{n \pi^{2} \Delta} \tag{5.15}
\end{equation*}
$$

such that when $q<q_{0}$ the minimum of the potential $\mathcal{V}$ corresponds to a locked state $\Phi=2 \pi p / n$. Recall that $q$ is a measure of the mismatch between the spatial frequencies of the primary roll pattern and the cortical lattice as specified by the near-resonance condition (4.5). It follows that when this mismatch is sufficiently small, the activity pattern is pinned to the lattice with $a(x) \sim \cos (2 \pi m x / n d)$. In the particular case $n=2$ this corresponds to the even mode shown in Fig. 9. Thus our nonlinear analysis has established that the even (odd) mode is stable (unstable) to phase fluctuations and that the pinning of the stable mode persists over a range of values of the pattern wavenumber.
2. When the mismatch $q>q_{0}$, the minimum of the potential $\mathcal{V}$ occurs for soliton-like solutions of the sine-Gordon equation. A single soliton solution is of the form

$$
\begin{equation*}
\Phi(X)=\frac{4}{n} \tan ^{-1} \exp (\sqrt{n \mathcal{K} X}) \tag{5.16}
\end{equation*}
$$

This describes a kink centered at $X=0$ that separates two regions of the roll pattern each of which is commensurate with the cortical lattice, one with phase $\Phi=0$ and one with phase $\Phi=2 \pi / n$. More generally, the solutions are regularly spaced solitons as illustrated in Fig. 11. The average phase-shift of the roll pattern per unit length is then

$$
\begin{equation*}
\rho=\frac{2 \pi}{n l}, \tag{5.17}
\end{equation*}
$$

where $l$ is the separation between neighboring kinks. Equivalently, $\rho$ is a measure of the soliton density. It can be shown that

$$
\begin{equation*}
\frac{\rho}{q}=\frac{4}{\pi^{2}} K(\eta) E(\eta) \tag{5.18}
\end{equation*}
$$

where $K$ and $E$ are complete elliptic integrals of first and second kind, and $\eta$ satisfies the equation

$$
\begin{equation*}
\frac{q_{0}}{q}=\frac{\pi \eta}{2 E(\eta)} \tag{5.19}
\end{equation*}
$$



Fig. 11. Multi-soliton solution to the sine-Gordon equation that describes regions of the roll pattern that are commensurate with the cortical lattice separated by domain walls of mean separation $l$.

An asymptotic analysis of these equations establishes that $\rho \sim \log \left(q-q_{0}\right)$ for $q \rightarrow q_{0}$ [4]. We conclude that if the mismatch between the periodicities of the activity pattern and cortical lattice is increased such that $q>q_{0}$, then there is a commensurate-incommensurate transition to a state in which the activity pattern is no longer pinned to the lattice due to the formation of soliton-like phase defects.

## 6. Discussion

In this paper we have shown how periodic inhomogeneities in the distribution of long-range horizontal connections can lock spontaneously formed activity patterns in visual cortex to an underlying lattice of periodic feature maps. There are a number of interesting issues that arise from this: (i) We have focused on the distribution of CO blobs in visual cortex, since this is one candidate structure for breaking the translation symmetry of cortex. However, the same methods could also be applied to other lattice-like structures such as the distribution of orientation singularities. The CO blobs appear to coincide with about half the singularities, namely those associated with low spatial frequencies [26]. (ii) We have assumed for simplicity that the cortex has a regular crystalline-like structure. A more realistic model would need to take into account the effects of topological and substitutional disorder within this structure. (iii) Our mechanism for the pinning of cortical patterns assumes that there exist long-wavelength phase fluctuations as described by solutions of the amplitude Eq. (4.10). The validity of this equation requires that the size of cortex is sufficiently large to support such fluctuations, with the latter having an effective coherence length of $\sqrt{\alpha} / \varepsilon$. Otherwise, boundary effects are likely to play an important role.

It is important to emphasize that the cortical activity patterns discussed in this paper do not generate the underlying feature maps, rather they occur in a neural medium that has a set of feature maps hardwired into it. For example, if $a(\mathbf{r})$ is the activity at position $\mathbf{r}$ in the cortical sheet and $\mathcal{F}(\mathbf{r})$ represents the corresponding feature preferences of the neurons at $\mathbf{r}$, then the level of activity codes for these particular features. The feature maps $\mathcal{F}(\mathbf{r})$ are themselves determined by the feedforward projections to the cortex from the LGN. An interesting question is how the feedforward connections develop in the immature cortex in order to form the feature maps in the first place? Consider as an example the development of ocular dominance columns. Activity-based developmental models typically involve some Hebbian-like competitive mechanism for the modification of left/right eye feedforward connections under
the assumption that the intracortical connections are fixed [43]. Intracortical interactions consisting of short-range excitation and longer-range inhibition mediate a pattern forming instability with respect to the feedforward synaptic weights, which can lead to the formation of alternating stripes of left and right eye dominated columns [42]. Interestingly, the intracortical interactions are usually taken to be homogeneous, so there is no intrinsic mechanism for aligning the centers of the columns with the CO blobs, as is observed in macaques, for example [36]. This latter property is clearly seen in the optical imaging data of Fig. 1, and is further illustrated schematically in Fig. 4. We hypothesize that such an alignment may be due to a pinning mechanism analogous to the one considered in this paper. In order for pinning of the feedforward connections to occur, there must exist some source of spatial inhomogeneity in the lateral interactions that correlates with the CO blobs early in development. There is growing experimental evidence to support such a claim. For example, the spacing and packing arrangement of CO blobs is not affected by strabismus in macaques [33] nor by early visual deprivation in cats [34]. The lack of influence of visual experience on their development suggests that the CO blobs may reflect an innate columnar organization within the immature cortex that follows the arrangement of intrinsic chemical markers. A number of anatomical markers are arranged in a patchy fashion during development, including the NMDA receptor, which plays a key role in experience-dependent plasticity [45]. These markers could mediate the lateral interactions early in development as well as provide a substrate for the formation of the patchy horizontal connections [13,39,14].
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## Appendix A

In this appendix we show that our prescription for introducing a slow spatial scale into the nonlocal integrodifferential Eq. (4.4) is consistent with the corresponding scaling used in PDEs. Since the treatment of time is identical in both cases, we focus on the following time-independent integral equation

$$
\begin{equation*}
a(x)=\int_{-\infty}^{\infty} W\left(x-x^{\prime}\right) f\left(a\left(x^{\prime}\right)\right) \mathrm{d} x^{\prime} \tag{A.1}
\end{equation*}
$$

In the case of an exponential weight distribution, $W(x)=\mathrm{e}^{-|x|} / 2$, the convolution over space can be eliminated using the identity

$$
\begin{equation*}
\left(1-\partial_{x x}\right) W\left(x-x^{\prime}\right)=\delta\left(x-x^{\prime}\right), \tag{A.2}
\end{equation*}
$$

where $\partial_{x x}=\partial^{2} / \partial x^{2}$. That is, Eq. (A.1) is equivalent to the differential equation

$$
\begin{equation*}
\left(1-\partial_{x x}\right) a(x)=f(a(x)) . \tag{A.3}
\end{equation*}
$$

Let us now apply the operator $1-\partial_{x x}$ to the corresponding multiple scale version of Eq. (A.1)

$$
\begin{equation*}
a(x, X)=\int_{-\infty}^{\infty} W\left(x-x^{\prime}\right) f\left(a\left(x^{\prime}, X+\varepsilon\left(x^{\prime}-x\right)\right)\right) \mathrm{d} x^{\prime} \tag{A.4}
\end{equation*}
$$

which we can rewrite as

$$
\begin{equation*}
a(x, \hat{X}+\varepsilon x)=\int_{-\infty}^{\infty} W\left(x-x^{\prime}\right) f\left(a\left(x^{\prime}, \hat{X}+\varepsilon x^{\prime}\right)\right) \mathrm{d} x^{\prime} \tag{A.5}
\end{equation*}
$$

under the change of coordinates $\hat{X}=X-\varepsilon x$. This gives

$$
\begin{equation*}
\left(1-\partial_{x x}\right) a(x, \hat{X}+\varepsilon x)=f(a(x, \hat{X}+\varepsilon x)), \tag{A.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(1-\left[\partial_{x}+\varepsilon \partial_{X}\right]^{2}\right) a(x, X)=f(a(x, X)) . \tag{A.7}
\end{equation*}
$$

Eq. (A.7) is the expected multiple scale version of the differential Eq. (A.3).
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[^1]:    ${ }^{1}$ Elsewhere we have developed an alternative model of visual cortex based on a lattice of coupled hypercolumns [11]. In this model cortical position $\mathbf{r}$ is replaced by the set $\{\ell, \mathcal{F}\}$ with $\ell \in \mathcal{L}_{0}$ labeling a particular hypercolumn and $\mathcal{F}$ labeling the feature preferences of neurons at a particular point within the hypercolumn. The associated weight distribution is decomposed into local and long-range parts according to $w\left(\ell, \mathcal{F} \ell^{\prime}, \mathcal{F}^{\prime}\right)=W_{0}\left(\mathcal{F} \mid \mathcal{F}^{\prime}\right) \delta_{\ell, \ell^{\prime}}+\kappa w_{\text {hoz }}\left(\ell \mid \ell^{\prime}\right) \delta\left(\mathcal{F}-\mathcal{F}^{\prime}\right)$.

[^2]:    ${ }^{2}$ Anatomical data indicates that the spacing between CO blobs across ocular dominance boundaries is smaller (around $350 \mu \mathrm{~m}$ ) then between those in the same column (around $450 \mu \mathrm{~m}$ ) [25,33,50]. This would suggest a stretching of the lattice $\mathcal{L}_{0}$ in the direction orthogonal to the ocular dominance columns by an approximate factor of 1.6. Interestingly, such a stretching accounts for most of the anisotropy in the distribution of patchy connections shown in Fig. 2 [6]. On the other hand, patchy feedback connections from extrastriate areas tend to be more strongly anisotropic [3]. In this paper we eliminate the stretching due to ocular dominance columns by choosing appropriately scaled planar coordinates r. We also assume that the local connections are isotropic with respect to these scaled coordinates.

[^3]:    ${ }^{3}$ In condensed matter physics solutions of Schrodinger's equation for an electron in a periodic potential take this form and are called Bloch waves [1]. Bloch waves are spatial analogs of the eigenfunctions arising in Floquet theory.

[^4]:    4 The perturbation analysis is similar in structure to that used to solve the Schrodinger equation in a weak periodic potential [1].

[^5]:    ${ }^{5}$ It is also possible to have a higher-fold degeneracy with $\left|\tilde{W}_{0}(k)-\tilde{W}_{0}\left(\left|\mathbf{k}-\mathbf{Q}_{m}\right|\right)\right|=\mathcal{O}(\kappa)$ for a set of reciprocal lattice vectors $\mathcal{Q}_{m}, m=$ $1, \ldots, M$. The analysis is easily generalized to this case.

