CHAPTER 9

Sequences and Series

§9.1. Convergence: Definition and Examples

Sequences

The purpose of this chapter is to introduce a particular way of generating algorithms for finding
the values of functions defined by their properties; for example, transcendental functions. This is the
technique of Infinite Series. Computer algorithms for determining the value of a function depend upon
the usual arithmetic operations; thus an exact determination can only be achieved for rational functions
(quotients of polynomials). If a function is transcendental, its values can only be approximated. For
example, we know that

. X\

(9.1) < = lim (1+ —)

n—oo n
This expression tells us that if for any n we do the calculation described by the expression on the right,
that these numbers will, for n large enough, be close to the “true” value of e*. Now, it turns out that this
is a very inefficient way to calculate e*, and the expression as an infinite series (which we will discover
later in this chapter)
x2
(9.2) eX:1+x+§+

x3 X"
a.’...._}_m_}_...

is far better. Equation 9.2 is taken to mean: add up the numbers of the form x"/n!, starting with n = 0. If
we add up enough terms, we have a good approximation to eX. Of course, it is important to have estimates
on how good this approximation is, and more generally, to have ways of finding these approximating
sums. That is what we study in this chapter, starting with the idea of convergence in the sense of “good
approximation”.

Definition 9.1 A sequence is a list of numbers, denoted {an}, where a, is the nth term of the sequence.

A sequence may be defined by a specific formula or an algorithm for determining the members of
the sequence successively, or recursively.

128
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1 )
Example 9.1 The formulae a,=n,n>1; b= % ,Nn>2: ¢y=2342n,n> 0 define the

sequences, respectively:

3
(9.3) 12,300 T, 3,5,7,9,...,3+2n,...

The last sequence can be defined recursively by: a, = 3, and for n > 0, ¢, = ¢,,_; + 2. Similarly, the first

is given by the recursiona; =1, ap=a,_;+1.

The symbol n! (read “n-factorial”) is used to denote the product of the first n integers. This also has

the recursive definition: ay = 1, and for n > 0, a, = na,,_,. (Note that we have defined 0! = 1).

Of the sequences described in equation 9.2, the first and the third clearly grow without bound, but

the second is bounded; in fact, if we rewrite the general term as

Sl

_n+l_1+

(9.4) b= 7 = T

?

Sl

we see that the sequence by, approaches 1. We say that b,, converges to 1, as in the following definition.

Definition 9.2 A sequence {a,,a,,...,an,... } converges to a limit L, written

(9.5) lima,=L,

n—oo

if, for every € > 0, there is an n, such that for all n > n, we have |a,—L| < €.

This just says that we can be sure that a,, is as close to L as we need it to be, just by taking the index
n large enough. We will rarely have to actually use this definition, relying more on understanding what

it says, and known facts about limits. For example:

Proposition 9.1 If the general term a, of a sequence can be expressed as f(n) for a continuous function

f and if we know that limy_,. f(X) =L, then we can conclude that limy_. an = L.
As an application, using results from the preceding chapter, we have

Proposition 9.2
a) limnP=o for p>0,

n—)ool
b) r!l_)n;lomzo for p>o0,
c) limAY"=1if A>0.

N—oco
Let p and g be polynomials.
m PO o m PO
d) r!|—>n;]oq(n) =0ifdeg p < degq, r!l_)n[’loq(n) =oifdegp> degq.
e) If the polynomials p and g have the same degree, then r!ﬂ:n % = g , Where a and b are the
leading coefficients of p and g.
lim @ = 0 for any polynomial p.
n—eo @n
g) lim p(n) = oo for any polynomial of positive degree and any positive c.

n—w In(n)C
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These can all be derived by replacing n by x, and using limit theorems already discussed (such as
I’Hopital’s rule).
2

n
Example 9.2 I|_>nj.om 1, by (e) above.

l n
Example 9.3 I|m (=D _ = 0, since the numerator oscillates between -1 and 1, and the denominator

goes to |nf|n|ty We should not be perturbed by such oscillation, so long as it remains bounded. For
example we also have

(9.6) lim SN

n—oo n

=0,

since the term sin(n) remains bounded. The following propositions state the general rule for handling
such cases.

Proposition 9.3

a) (Squeeze theorem) Given three sequences an, bn,Cn, if an > by > ¢, foralln , andlimpsean =
limpoe0Ch =L, thenalso limy,e0by =L

b) If an = bncn, the sequence by, is bounded, ¢, > 0 and limp_, Ch = 0, then also limp_0an = 0.

Let’s see why b) is true, using a). Let M be the bound of the |by|. Then
(9.7) Mcp > bpcn > —Mcy

so a) applies and the conclusion follows.
In some cases where none of the above rules apply, we have to return to the definition of convergence.
an
Example 9.4 Forany a > 0, I|m = 0.

To see why this is true, we thmk of the sequence as recursively defined: the first term, a; is a, and
each a,, is obtained by multiplying its predecessor by a/n. Now, eventually, that is, for n large enough,
a/n < 1/2. Thus each term after that is less than half its predecessor. This now surely looks like a
sequence converging to zero. To be more precise, let N be the first integer for which a/N < 1/2. Then
forany k > 0,

aN+k 1 a
ok

N_
Now the sequence on the right is a fixed number (aV /N ) times a sequence (1/2k) which tends to zero.
Thus our sequence converges to zero, also by the squeeze theorem (proposition 9.3a).

Note that in the above argument, we only had to show that the general term of our sequence is
dominated by the general term of a sequence converging to zero from some point on. What happens to
any finite collection of terms of a sequence is not relevant to the question of convergence. We shall use
the word eventually to mean “from some point on”, or more precisely, “for all n greater than some fixed
integer N”. We restate proposition 9.3, using the word “eventually”:
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Proposition 9.4
a) (Squeeze theorem) Given three sequences an, bp, Cp, if eventually

(9.9) an>bp>cyforalln, andlima, = limecy, =L,
n—oo n—oo

then also

(9.10) r!l_@obn =L.

b) Suppose that a, = bnc, eventually, that is, for all n larger than some N. If the sequence by, is
bounded and

(9.11) limc,=0,
N—oco

then also

(9.12) lima,=0.
n—o

L . nP
Example 9.5 For any positive integer p, r!lm i 0.
—o N1
The idea here is that the numerator is a product of p terms, whereas the denominator is a product of
n terms, so grows faster than the numerator. To make this precise, write

P n---n 1
(9.13) nnn—1)--(n—p+L)(n—p)!"

Now, if nis so large that n/(n— p) < 2 ,(n > 2p will do), then the first factor is bounded by 2P. Thus,
for n > 2p, that is, eventually,

nP 1
9.14 — <P
(14 T (n—p)!
Since 1/(n— p)! = 0 and n — oo, the result follows from the squeeze theorem.
Finally, we note that the limit of a sum is the sum of the limits:

Proposition 9.5 If ay = b, + ¢y, and the sequences by, and ¢y, converge, then so does the sequence an,
and

(9.15) liman = limbh+ limcy, .
n—oo n—oo

n—oo

Series

For many sequences, in fact, the most important ones, the general term is formed by adding something to
its predecessor; that is, the sequence is formed by the recursion s =s,,_; 4+ an, where ay is from another
sequence. Such a sequence is called a series. Explicitly, the terms of the series are

(9.16) aj,a, +a,,8; +a,+ag,...,a; +a,+ag+---+an, - .
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It is useful to use the summation symbol:

n
(9.17) ata,+agt-tan= ) 3.
k=1

Definition 9.3 The series

(9.18) kiak

is to be considered as the limit of the sequence

n
(9.19) Sh=9 a.
2

If the limit L of the sequence {sn} exists, the series is said to converge, and L is called its sum. If the
limit does not exist, the series diverges. The terms of the sequence {sn} are called the partial sums of the
series.

21
Example 9.6 k;? =1.
Let’s look at a few partial sums:

1 3 7 15

2 = =, Ty m—= .y e
(9 0) 2 b 4 b 8 b 16 b
We see that each term adds half the distance of its predecessor from 1, from which we guess that the
partial sum: s, = 1 —2~". Let’s now show that to be true. As we have seen it is true for the first four
terms. If it is true for the (n — 1)th term, it is also true for the nth term:

1 1 1 2-1 1

(9.21) Sn:Sn—l”’?:l_F"'ﬁ:l_?:l_ﬁ-
Thus, our guess holds for the fifth, and then the sixth, and, by continued application of equation 9.21,
ultimately, for all terms. So the result is easy to conclude:

i: lim sy = Iim(l—i):l.

2k now n— oo 2n

(9.22)

M s

=
||

1

Now, remember that the index is a way of relating the partial sums of the series to the general term
from which it is defined, so if we change that relation consistently, we don’t change the series. For
example,

8

00

(9.23) z a =)y an= z A 1= z A g
m=9

and so forth. Each representation comes about by replacing the index with a new index. For example, if
we substitute n for k, we get the first equality; if we substitute k 4 1 for n we get the second equality, and
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if we replace k + 1 by m — 8, we get the last one. It is often useful to make a change of index as the next
examples show.

=1
Example 9.7 k;? =2.

For

8
| —
8

(9.24)

7\_
i
o

1

-1
Example 9.8 kz oK = o1 -
=N

First, chang; the index by k = m+ n, and then factor out 2—";

(9.25) == =2 =2"N2=2"™1,
e b
Proposition 9.6 (Geometric Series) :
(9.26) S k=1 for|x <1
' k; 1—x ’
(9.27) S K diverges for [x| > 1.
K=o

To show this, we obtain (by a clever little observation) a formula for the partial sums

n
(9.28) Sn=Z)xk=l+x+x2+---+x”.
k=
Note that
(929) Sn+1 = (1+X+X2+ +Xn) +Xn+l — Sn+xn+l and
(9.30) Spa1 =L+ (X+X2+ -+ X)) =14 x5,

Equating these expressions for s, ;, we obtain sn + x"1 =1 4 xs,. Solving this for sp:

n 1— n+1
(9.31) = k=X
& 1—x
SO
oo 1_Xn+1
k_ . n
032 3= fimsn = fim =7

k=0
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which equals (1 —x)~1 if |x| < 1 and diverges if |x| > 1. We look at the cases x = +1 separately. For
x =1, s, = n, so the series diverges. For x = —1, the sequence sy is the sequence 1,0,1,0,1,0,..., so
cannot converge to any particular number.

> 1 .
Example 9.9 n;m = 1. We first use the fact that

1 11
(033) kk+1) k k+1°

Thus the partial sum s, can be calculated:

1 1 1 1 1 1 1
(9.34) S“Z(1‘§>+(§‘§>+(§‘z>+“'+(ﬁ‘n—+1>

1 1 1 1 1 1 1 1 1
. :1 —_— — —_— — —_— — — e —_— — R
(9.35) +( 2+2>+( 3+3)+( 4+4> +( n+n> —
1
. =1—-—"
(9:36) n+1’

which converges to 1 as n goes to infinity. This is an example of a telescoping series.

Finally, we observe that if a series converges, its general term must go to zero. Be careful: there are
many series whose general term goes to zero which do not converge.

[oe]

Proposition 9.7 If % a, converges, then limn_»a, = 0.
K=0

To see this, let sn = R_oa,, th = Yh_3a,. Then, since these are both sequences of the partial sums
of the series, but indexed differently, limp_e Sn = liMnse th. Thus limp—e(Sh—th) = 0. But s, —t, = an.
Finally, Proposition 9.5 gives us:

Proposition 9.8 If a, = b, + ¢y, and the series Z bn and Z Cn converge, then so does the series z an,

and Zan=2bn+2cn.

§9.2. Tests for convergence

Throughout this section, unless otherwise specified, we will be considering series, all of whose terms are
positive. For such a series, the sequence of partial sums is increasing. If they remain bounded, then - just
as in the assertion of theorem 8.1 for functions - the sequence of partial sums will converge.

n 00
Proposition 9.9 If a, > 0 for all k, and there is an M > 0 such that  a, <M for all n, then % a,
k=0 k=0

converges.
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Because of this proposition, for a series with positive terms, the statements 3 a, converges, ¥ a,
diverges, are usually written simply as

[oe] [ee]

(9.37) a, < oo (converges) , a, = oo (diverges) .

Here is an important application of this proposition:

Proposition 9.10 (Comparison Test). Given two sequences a,, b, with 0 <a, <b,. Then
a) If Zbk<oo,then Zak<oo,
b) If > a,=co,then } b =co.

As for (a), the sequence of partial sums s, = Y§a, is bounded by 5§ b,, so converges by Proposition 9.9.
In the second case, since the sequence of partial sums ¥ a, has no bound, neither does the sequence of
partial sums of 3 b,.

It is important to observe that it is not necessary that the inequalities in the hypothesis of proposition
9.10 hold for all k, only that they eventually hold. That is because the issue of convergence series is
determined by the end of the series, and not affected by any finite number of terms.

1 .
Example 9.10 ZW <o fO<r<l.

Since r*+1 < rk(r+ 1),

(9.38)

so the comparison test applies.

Example 9.11 zr—kk <oo ifr>1.

Now, here the trouble is that the numerator grows without bound - but it doesn’t grow as fast as a
power. So, what we do is borrow something from the denominator to compensate for the numerator. We
note that eventually k/rk/2 < 1; in fact, this is true as soon as k > 2Ink/ Inr (which eventually happens,
since k/ Ink — ). Then for all k larger than this number

k k1 1
T R VR R

Since r > 1, we also have /r > 1, and so the series

(9.39)

1
2 (¥

converges, and thus, by comparison, our original series converges.

(9.40)

Example 9.12 Zoiz <o,
&

Now,

(9.41) =< ===,




Chapter 9 Sequences and Series 136

so our series is dominated by a telescoping series which converges (see example 9.9. above).
A very useful application of the comparison test is the following.

Proposition 9.11 (The Integral Test). Suppose that f is a nonnegative, nonincreasing function defined
on an interval [M, ). Suppose the an, is a sequence such that for n > M, an = f(n). Then

a)lf/ X)dx < oo then Zan<oo

00

blf/fxdx: then an=00.
) M() o nzonw

Let
n+1
(9.42) by = / F(x)dx .
n

Then, since the function is nonincreasing, f(n) > bn > f(a,_,); that is an > by > a,,,, . Now, use the
comparison theorem. For example, if [ f(x)dx < oo, then J by converges, so by comparison ¥ a,,_ ; also
converges.

l
Example 9.13 (The harmonic series). z
We apply the integral test using the functlon f(x) = 1/x. Since

(9.43) o :
1 X

as we saw in chapter 8, the result follows.

If we apply example 17 of chapter 8 to series via the integral test we have a result which is very
useful for comparisons:

Proposition 9.12 Let p be a positive number.
21 .
a) z — <oifp>1

b) z — =owifp<1.
This foIIows from the same result for the integral of 1/xP.

1
E le 9.14
xample 9. 22 (nn)p

The function f(x) = 1/x(Inx)P is decreasing. We integrate using the substitution u = Inx:

A dx InA du
(9.44) /2 x(Inx)P — /|n2 up’

We know (again from example 17, chapter 8) that this converges if p > 1, and otherwise diverges. Thus,
by the integral test,

8
[N

(9.45)

p<® ifp>1,
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and otherwise diverges.

Finally, we need a tool to test for convergence when we cannot realize the general term of the series
in the form f(n) for some function f. For example, if the expression for a, involves the factorial, we
proceed to the following.

Proposition 9.13 (Ratio Test). Given the series  an, consider

a
(9.46) lim—L =
an
if the limit exists. If L < 1, the series converges; if L > 1, the series diverges. For the case L = 1, we can
draw no conclusion.

Suppose that L < 1. Then there is a number r with L < r < 1 such that eventually a,,, ,/an < r. That i,
there is an integer N such thata,,, , /a, < r for all n > N. We conclude

2 3
(9.47) angr <anr,  aygo <aypif <anrt,  aygs <aygof <ayr’,

and so forth. Thus, we have, forall k > 1, ay,, <ay rk, so by comparison with the geometric series, our
series converges.

If on the other hand, L > 1, there is a number r, L > r > 1, such that eventually a, , /an > r. Follow-
ing the same argument but with the inequalities reversed, we conclude that for all k > 1, aN+k/aNrk, o)
we have divergence by comparison with the geometric series. We can conclude nothing if L = 1. This is
the case for the all the series of the type S 1/nP, and as we have seen, for some p we get convergence,
and divergence for other p.

© n

Example 9.15 z &
We try the ratlo test

a aml ni a
4 n+l: o
(948) an (n+1)ran n+1_>0

as n — oo, S0 the ratio test gives us convergence.

00 2nn3
Example 9.16 z 3

Try the ratio test

(0.49) g _ 2" n+1)% 3" 2 /n+1l 3_)2
' an 3l 2m3 3\ 3
so we have convergence.
Example 9.17 z r"
Here the ratlo test gives
a
(9.50) L=

dn
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so we conclude that the series converges if r < 1, and diverges if r > 1. This may seem to be a sim-
plification of proposition 9.6, but in fact it is a fraud. The argument is circular, for we have used the
convergence of the geometric series to derive the ratio test.

We observe that we didn’t really need to know that the limit of a,, , /an exists, only that eventually
these ratios are either less than some number less than 1 to conclude convergence, or greater than some
number greater than 1, for divergence.

§9.3. Absolute convergence

There are new difficulties when we have to consider series of negative as well as positive terms. For
example, although the harmonic series S 1/n diverges, if we alternately change signs, the series now
converges.

Example 9.18 The series 1 }-1-1 }-1— =3 inﬂ converges
bie = 2t3Tat T2 ges:
To see this, we look at the sequences of even partial sums and odd partial sums separately. Since
1 1

(951) 52(n+1) =Syt 2n—+1 - 2n—+2 > S

the sequence of even partial sums is increasing. Similarly,

1

(952) S2(n+l)+1 = s2n+1 - n+2 + 2n+3 < 52n+1

tells us that the sequence of odd partial sums is decreasing. Now

1
(9.53) Sone1 = Son T+ 2n—+1 >Son

that is, the odd partial sums are all greater than all the even partial sums. So both sequences are bounded,
and thus converge. But, they converge to the same limit, as we see by taking the limit in equation 9.53:

(059 0 S = ML S0+ 10 7 = i s

since 1/(2n+ 1 — 0). Since they both converge to the same limit, the full sequence also converges, and
to the same limit.

This argument actually generalizes to any alternating series, a series whose terms alternate in sign.
Proposition 9.14 If a, is a decreasing sequence, and r!im an = 0 then the series z (—1)"a,, converges.
e n=1
Definition 9.4 Given a sequence a, we say the series Z an converges absolutely if, for the series formed
of the absolute values |ap|, we have convergence: z |an| < 0.

Proposition 9.15 If a series converges absolutely, it converges. That is,

(9.55) If Z|an| <o, then Zan converges.
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To see that, let sy be the nth partial sum of the sequence, pn the sum of all the positive terms making
up sn, and g, the sum of the absolute values of all the negative terms. Then

(9.56) Sn=Pn—0n.

Both sequences pn and gy are increasing, and bounded by ¥ |an|, SO converge, to, say p, g respectively.
Then

(9.57) Y@= limsy = lim py—lim gh = p—gq.

Because of this peculiarity of sequences of terms with alternating signs, we shall be most interested in
absolute convergence. We can use the tests of section 9.3 (applied to the series of absolute values), to
test for absolute convergence.

Example 9.19 z x" converges for —1 < x < 1.

n=1
This is because the sum of the absolute values is just the geometric series.

Example 9.20 z n?x" converges for —1 < x < 1.

Here we use the ratio test for the absolute values;

Beal _ (n+ 220"
an 2|

n+1
=(

(9.58) )?X| = [X] .

Thus, we get convergence for x of absolute value less than 1.

§9.4. Power Series

[ee]

Definition 9.5 A power series is a series of the form Zoan(x —¢)" . The point c is called the center of
the power series.

A power series defines a function on the set of points for which it converges by

[ee]

(9.59) f(x) = Zoan(x —c)"

The series provides an effective way of approximately evaluating the function f; our goal in these last
sections is to show that most functions do have a power series representation. We can use the ratio test
to determine the question of convergence. We take the ratio of successive terms of (4):

|a'n+1||X - c|n+1 o |an+1|

9.60 =
(9.60) Al X< Tan

|X—c| = Ljx—c|,
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if the limit L = limn,e |a,,, 4| /|an| exists. In this case the series converges absolutely for [x —c| < 1/L,
and diverges for |[x —c| > 1/L. Thus, the domains of convergence and divergence of the series are
separated by the circle, centered at c of radius 1/L. It can be shown that, in general, there is a circle
separating these domains, even if the limit of the ratio of successive coefficients doesn’t exist.

[ee]

Proposition 9.16 Given the power series representation f(x) = Zoan(x— c)", thereisanumberR, 0 <

n=
R < o such that we get absolute convergence for all x, |x—c| < R, and divergence for all x, [x—c| > R.

. . . . ! 1 .
R is called the radius of convergence of the power series. We have this value of R: r!|m | |;+|1| == if
S an

the limit exists.

The first example of a power series representation is that of the geometric series:

Example 9.21 Z}x” = 1% for |x| < 1. has the radius of convergence R = 1.
A —

Example 9.22 Z}nkx” converges for  |x| < 1. for any number k. We use the ratio test. The ratio of
&

successive coefficients is

(n4 1)K _ (11

(9.61) - .

K1

asn— oo,
<) Xn

Example 9.23 Zﬂ has radius of convergence R = o . Using the ratio test:
Lol

1 1 1
.62 - ==
(962) (n+1)!/n! nr1 O

S0 R = oo, and the series converges for all x. On the other hand, the ratio test shows us that the series

0

(9.63) Zon!xn

has radius of convergence R = 0, so converges only for x = 0.

Newton thought of power series as “generalized polynomials” - that is, as polynomials, only longer.
This is justified, because we can operate with power series just as we operate with polynomials: we can
add, multiply, and substitute in them by doing so term by term.

Example 9.24 —— — Y X" for R< 1. For
1-x &

1
(9.64) — = (x)m =X(14+X+X+xC+- ) =x+ X+ +x -

1 © 1 ©
Example 9.25 = N = = 5 (=1)"%*" for 1.
xamp 1-x2 nsz T14x2 n;)( )’ X<
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To see the first, we note that 1/(1 —x?) is obtained from 1/(1 — x) by substituting x2 for x. Thus, the
power series representation is obtained in the same way. In the second, we have substituted —x? for x.

Example 9.26 Find a power series expansion for 1/(5 — 2x) centered at the origin. What is its radius
of convergence?

To solve a problem like this, we have to relate the function to another function, whose power series
we know. In this case that would be 1/(1 —x). Now 5 — 2x = 5(1 — (2/5)x), so our function is obtained
from 1/(1 —x) by first replacing x by (2/5)x, and then dividing by 5. We follow the same instructions
with the power series.

Start with
1 [ee]
(9.65) — =y x".
1-x &
Replace x by (2/5)x:
1 2 2 4
Divide by 5 and clean up:
1 122, 22X
(.67 5-ox 52,50 = 2 5m

We can calculate the radius of convergence using proposition 9.16, or we can reason as follows; since
the series we started with converges for |x| < 1, our final series converges for |(2/5)x| < 1, or |x| < 5/2.

Finally, we can also integrate and differentiate power series term by term:
Proposition 9.17 Suppose that f(x) = Zoanxn has radius of convergence R. Then

n=

X © an
9.68 / f(t)dt = X
(9.68) A (t) nZO -
(9.69) f'(x) = $ napx™ 1,
nzl "

and both have the same radius of convergence, R.

%) -1 n
Example 9.27 arctanx = ux2n+l )
Lp2n+1

We know that the derivative of the arc tangent is 1/(1 + x?). Now, in example 9.25, we have already

found the power series representation of that function, so we obtain the power series representation of
arctanx by integrating term by term.

0 n

Example 9.28 ¢* = ZOX— forall x . Let f(x) = $-oX"/n! Then, differentiating term by term, we
n=

n!
find
] an—l ] Xn—l © N

(9.70) PO=2 T =2 -mi~ Zn

n=
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where the last equation is obtained by replacing the index n by n+ 1. Thus f’(x) = f(x), so satisfies the
differential equation, y' =y, defining the exponential function. Since f(0) = 1 also, it is the exponential
function.

8

2n
Example 9.29 e~ = (—1)”Xn—I for all x. Just replace x in example 9.28 by —x?.
L !

§9.5. Taylor Series

Finally we tackle the question: how do we find the power series representation of a given function?
Recalling that the purpose of the power series is to have an effective way to approximate the values of
a function by polynomials, we turn to that question: what is the best way to so approximate a function?
We start with a function f that has derivatives of all orders defined in an interval about the origin. To
begin with, we recall the definition of the derivative in this context:

f(x) — f(0)

(9.71) ll_r)%ﬁ = /(0) .
If we rewrite this as
9.72) lim 10 = (FQ+ OO0 _

x—0 X

we see that the linear functiony = f(0) + f/(0)x approximates f(x) to first order: f(0)+ f’(0)x is closer
to f(x) than x is to zero, and by an order of magnitude. We now ask, can we find a quadratic polynomial
which approximates f to second order? Lety = a+ bx + cx? be such a polynomial. Then we want

9.73) lim £ 00 = @+ bx+0x®)

=0.
x—0 x2

We calculate this limit using I’Hopital’s rule. First of all, for I’Hopital’s rule to apply, we have to have
a= f(0). Then
_ 2 , Il _
(9.74) jim 1= (FQ£bx 40 gy, 109 = (0+200
x—0 X x—0 2X

We can apply I’Hbpital’s rule again, if we have b = f/(0):

—(f' ’ " —
(9.75) jim T = (@ 4209 g 17(x) — 2
x—0 2X X0

=0
if c = f”(0)/2. We conclude that the polynomial

"
(9.76) f(0) + f'(0)x+ fT(o)x2

approximates f to second order: this is closer to f(x) than x is to 0 by two orders of magnitude. Further-
more, it is the unique quadratic polynomial to do so.
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We can repeat this procedure as many times as we care to, concluding
Proposition 9.18 The polynomial which approximates f near 0 to nth order is

f£(n) (0)

©.77) 1(0)+ /0y 2y 1

Of course we can make the same argument at any point, not just the origin. To summarize:

Definition 9.6 Suppose that f is a function with derivatives at all orders defined in an interval about
the point c. The Taylor polynomial of degree n of f, centered at c is

(9.78) (T ) (x) = i f(i)l(c) (x—c)K.
k=0 )

Proposition 9.19 The Taylor polynomial TC(“) f is the polynomial of degree n which approximates f near
c to nth order.

So, we can compute effective approximations to the values of f(x) near c by these Taylor polynomi-
als; but the question is, how effective is this? More precisely, what is the error? We use this estimate:

Proposition 9.20 Suppose that f is differentiable to order n+ 1 in the interval [c — a,c + a] centered at
the point c. Then the error in approximating f in this interval by its Taylor polynomial of degree n, TC(”) f
is bounded by

M
(9.79) G fll)! [x—c|™t,

where M,,_ ; is a bound of the values of f("*1) over the interval [c —a,c+a]. To be precise, we have the

inequality

M
(9.80) [f(x) =T (x)] < (n++11)!|x— c™?,

In the next chapter we will show how the error estimate is obtained, and see how to work with it.
What we want now is to concentrate on the representation by series.

Definition 9.7 Let f be a function which is differentiable to all orders in a heighborhood of the point c.
The Taylor series for f centered at c is

© £(n)
(9.81) Tef(x) = Zof m(c) (x=c)"

If ¢ is the origin, this series is called the Maclaurin series for f.

Proposition 9.21 Suppose that f is a function which has derivatives of all orders in the interval (c —
a,c+a), Let My, be a bound for the nth derivative of f in the interval. If the sequence

M
(9.82) n—'n|x—c|“—>0,
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converges to zero for all x in the interval, then f is given by its Taylor series:

© )
(9.83) f(x) = Zof n!(c) (x—c)"

in(c—1,c+a).

As an example, €* has the Maclaurin series
(9.84) =9y —.

We have already shown by other means. We can verify this using proposition 9.21 as well, since the nth
derivative of e* is still €%, and the value at x = 0 is 1. By a parallel calculation we obtain the power series
representation of e* centered at any point:

Example 9.30 For c any point, the function e* has the Taylor series representation centered at c:
<] ec
(9.85) e* = %—(x—c)“.
&l

We do have to verify that the remainders converge to zero; that is the terms 9.82 converge to zero. Since
e* is an increasing function, its maximum in the interval [a—c,a+c] is at x = a+c, so we can take
Mp = e2*€, Then, for the exponential function we have

__AIn
(9.86) lim M0 _gn = eave jim K=
n—o Nl n—e Nl
by example 9.24.
It is useful to make the following observation
Proposition 9.22 Suppose that f has a power series representation:
(9.87) fx)=% an(x—c)".
n=
Then, this is its Taylor series. More precisely:
£ (c)
(9.88) an= "
This is easy to see; if we differentiate 9.87 k times we obtain:
(9.89) f0(x) = zkn(n —1)---(n=K)an(x—c)"¥.
n=

Now, let x = ¢ and obtain f(*)(c) = k!a,, for all terms but the first have the factor x — c.
So, if we have found a power series representative of a function, then that is automatically the Taylors
series for the function.
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Example 9.31 Find the Maclaurin series for the function f(x) = 1 —x +5x?—x. Since a polynomial
is already expressed as a sum of powers of x, that expression is a power series, and thus the Maclaurin
series for the polynomial.

Example 9.32 Find the Taylor series centered at ¢ = 1 for the function f(x) = 1 — x4+ 5x?—x°. We
have to find the values of the derivatives of f at c = 1:

(9.90) f(1)=4,

(9.91) f'(x) =—1+10x—3x*>, so f(1)=6,
(9.92) f’(x) =10—6x, so f(1)=4,
(9.93) f"(x)= -6, so f(1)=-6,

and all higher derivatives are zero. Thus the Taylor series is

€ (= 1)3 = 44 6(x— 1) + 2(x — 1)2— (x—1)°.

(9.94) f(x):4+6(x—1)+i(x—1)2—§

2!

Now, we can find the Maclaurin series for many functions, so long as we know how to differentiate
them. Following is a list of the most important Maclaurin series.

Proposition 9.23
1 2
a —= ) X X[ <1
) T = 2 <

b) &= X
f=3 =
"Zon!< %
- (-1 n
C) COSX = X
) nZO (2n)!

d) sinx = n;%)@m

00 -1 n
e) arctanx = ux2n+1
Ep2n+1

We have already seen how to get (a), (b) and (d). For the trigonometric functions, we proceed as
follows. First, the cosine:

(9.95) f(0)=1,
(9.96) f'(x) = —sinx, so f(1)=0,

(9.97) f’(x) = —cosx, so f(1)=-1,
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(9.98) f"(x) =sinx, so f(1)=0.

(9.99) fM(x) =cosx, so fM(1)=1.

Thus, up to four terms we have

x> x4
(9.100) cosx:l—z+ﬂ+---
But, now, since we have returned to cosx, the cycle {1,0,—1,0} repeats itself again and again. We
conclude that
x> x* x5 X8
(9101) Cosle—z"f—m—a-f—a"'.,
which can be rewritten as (iii) of proposition 9.23 above.
One final Taylor series is worth noting: since the integral of 1/(1 —x) is —In(1 —x), we can find the
Taylor series centered at 1 for Inx as follows:

1 (o]
. — = t"
(9.102) T nzz ,
00 tn+1
9.103 —In(1-t)= .
( ) ( ) nZonjtl

Now, make the substitutionx=1—t,sot =1 —x:

o (1=x™_ 2 aax=DM

(9.104) —Inx= Zoﬁ = ;(_1) T



