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A B S T R A C T
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## 0. Introduction

Throughout this paper, by a Hankel matrix, we mean a matrix of the form

$$
H:=\left(\begin{array}{ccccc}
x_{1} & x_{2} & x_{3} & \cdots & x_{s} \\
x_{2} & x_{3} & \cdots & \cdots & x_{s+1} \\
x_{3} & \cdots & \cdots & \cdots & x_{s+2} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
x_{r} & \cdots & \cdots & \cdots & x_{s+r-1}
\end{array}\right),
$$

where $x_{1}, \ldots, x_{s+r-1}$ are indeterminates over a field $\mathbb{F}$. By a Hankel determinantal ring we mean a ring of the form

$$
\mathbb{F}\left[x_{1}, \ldots, x_{s+r-1}\right] / I_{t}(H)
$$

where $1 \leqslant t \leqslant \min \{r, s\}$, and $I_{t}(H)$ is the ideal generated by the size $t$ minors of $H$. These rings arise as homogeneous coordinate rings of higher order secant varieties of rational normal curves, see for example Room's 1938 study [18, Chapter 11.7].

We prove that Hankel determinantal rings over fields of characteristic zero have rational singularities, Theorem 2.1. In particular, higher order secant varieties of rational normal curves have rational singularities. Theorem 2.1 may be compared with corresponding statements for generic determinantal rings, and those defined by minors of symmetric matrices of indeterminates or by pfaffians of skew-symmetric matrices of indeterminates: in characteristic zero, these are all invariant rings of linearly reductive classical groups acting on polynomial rings, and hence are pure subrings of polynomial rings. By Boutot's theorem [1], it then follows that they have rational singularities. We do not know if Hankel determinantal rings, in general, arise as invariant rings for group actions on polynomial rings, or if they are pure subrings of polynomial rings. However, for $t \geqslant 3$, we show that they are not pure subrings of the polynomial rings in which they are naturally embedded, see Proposition 2.2. Our proof of rational singularities is via reduction modulo $p$ methods, using Smith's theorem [21] that rings of $F$-rational type have rational singularities.

We compute the divisor class groups of Hankel determinantal rings: the group is finite cyclic, in particular, the rings are $\mathbb{Q}$-Gorenstein, and we show that each divisor class group element corresponds to a rank one maximal Cohen-Macaulay module, see Theorem 3.1.

We also prove that Hankel determinantal rings over fields of positive characteristic are $F$-pure, Theorem 4.1. Finally, for $R$ a Hankel determinantal ring with homogeneous maximal ideal $\mathfrak{m}_{R}$, we compute the $F$-pure threshold of $\mathfrak{m}_{R}$ in $R$, and of its defining ideal $I_{t}(H)$ in the ambient polynomial ring, see Theorems 4.5 and 4.6.

## 1. Generalities

By a result of Gruson and Peskine, [9, Lemme 2.3], every Hankel determinantal ring is isomorphic to one where the defining ideal $I_{t}(H)$ is generated by the maximal sized minors of a Hankel matrix; alternatively see [25, Proposition 7] or [4, Corollary 2.2(b)]. In view of this, we will henceforth work with Hankel determinantal rings of the form

$$
R:=\mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right] / I_{t}(H),
$$

where $H$ is a $t \times n$ Hankel matrix and $t \leqslant n$; except where stated otherwise, $H$ will denote such a matrix.

Consider the generic determinantal ring

$$
B:=\mathbb{F}[Y] / I_{t}(Y),
$$

where $Y$ is a $t \times n$ matrix of indeterminates, and $I_{t}(Y)$ the ideal generated by its size $t$ minors. The $(t-1)(n-1)$ elements $Y_{i, j+1}-Y_{i+1, j}$ are readily seen to be part of a system of parameters for $B$, and specializing these to 0 gives a ring isomorphic to $R$. Since $B$ is Cohen-Macaulay by [6,12], so is the ring $R$, and the Eagon-Northcott complex provides a minimal free resolution of $R$. It follows as well that

$$
\operatorname{dim} R=2 t-2,
$$

and hence that

$$
\text { height } I_{t}(H)=n-t+1
$$

The elements $x_{1}, \ldots, x_{t-1}, x_{n+1}, \ldots, x_{n+t-1}$ are a homogeneous system of parameters for $R$, and the socle modulo this system of parameters is spanned by the degree $t-1$ monomials in $x_{t}, \ldots, x_{n}$. In particular, the ring $R$ has $a$-invariant

$$
a(R)=1-t
$$

The multiplicity of the ring $R$ is

$$
e(R)=\binom{n}{t-1}
$$

as may be seen directly from the above discussion, or obtained using the multiplicity of generic determinantal rings, e.g., [3, Proposition 2.15].

The ring $R$ is a normal domain, see for example, [25, Proposition 8]; it is Gorenstein precisely when $t=n$. The ideal $I_{t}(H)$ is a set-theoretic complete intersection by [23]. The singular locus of $R$ is defined by the image of $I_{t-1}(H)$, see [15, Theorem 1.56]. For secant varieties of smooth curves in general, we mention [24] and the references therein.

Notation. Given a matrix $X$, we use $\left[\begin{array}{llllll}a_{1} & \ldots & a_{r} \mid & b_{1} & \ldots & b_{r}\end{array}\right]_{X}$ to denote the determinant of the submatrix of $X$ with rows $a_{1}, \ldots, a_{r}$ and columns $b_{1}, \ldots, b_{r}$. We omit the subscript whenever the matrix is clear from the context.

## 2. Rational singularities

In proving that Hankel determinantal rings of characteristic zero have rational singularities, we will use the following description: A $2 \times n$ Hankel determinantal ring over a field $\mathbb{F}$ is readily seen to be isomorphic to the $n$-th Veronese subring of a polynomial ring $\mathbb{F}[u, v]$, where the Hankel matrix maps entrywise to

$$
\left(\begin{array}{ccccc}
u^{n} & u^{n-1} v & u^{n-2} v^{2} & \cdots & u v^{n-1} \\
u^{n-1} v & u^{n-2} v^{2} & \cdots & \cdots & v^{n}
\end{array}\right) .
$$

This is the homogeneous coordinate ring of the rational normal curve $C_{n}$ in $\mathbb{P}^{n}$; as it is a Veronese subring, it is a pure subring of $\mathbb{F}[u, v]$, independent of the characteristic of $\mathbb{F}$.

A $3 \times n$ Hankel determinantal ring is the homogeneous coordinate ring of the secant variety of the rational normal curve $C_{n+1}$ in $\mathbb{P}^{n+1}$; it is isomorphic to the subring of the polynomial ring $\mathbb{F}\left[u_{1}, u_{2}, v_{1}, v_{2}\right]$, where the Hankel matrix maps entrywise to the matrix

$$
\left(\begin{array}{ccccc}
u_{1}^{n+1}+u_{2}^{n+1} & u_{1}^{n} v_{1}+u_{2}^{n} v_{2} & u_{1}^{n-1} v_{1}^{2}+u_{2}^{n-1} v_{2}^{2} & \cdots & u_{1}^{2} v_{1}^{n-1}+u_{2}^{2} v_{2}^{n-1} \\
u_{1}^{n} v_{1}+u_{2}^{n} v_{2} & u_{1}^{n-1} v_{1}^{2}+u_{2}^{n-1} v_{2}^{2} & \cdots & \cdots & u_{1} v_{1}^{n}+u_{2} v_{2}^{n} \\
u_{1}^{n-1} v_{1}^{2}+u_{2}^{n-1} v_{2}^{2} & \cdots & \cdots & \cdots & v_{1}^{n+1}+v_{2}^{n+1}
\end{array}\right) .
$$

More generally, the Hankel determinantal ring $R:=\mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right] / I_{t}(H)$ is the homogeneous coordinate ring of the order $t-2$ secant variety of the rational normal curve $C_{n+t-2}$ in $\mathbb{P}^{n+t-2}$, see for example [7, Section 4]. Specifically, we claim that $R$ is isomorphic to the $\mathbb{F}$-subalgebra of the polynomial ring

$$
S:=\mathbb{F}\left[u_{1}, \ldots, u_{t-1}, v_{1}, \ldots, v_{t-1}\right]
$$

generated by the elements

$$
\begin{equation*}
h_{i}:=u_{1}^{n+t-2-i} v_{1}^{i}+u_{2}^{n+t-2-i} v_{2}^{i}+\cdots+u_{t-1}^{n+t-2-i} v_{t-1}^{i}, \quad \text { for } 0 \leqslant i \leqslant n+t-2 . \tag{2.0.1}
\end{equation*}
$$

To see this, consider the $\mathbb{F}$-algebra homomorphism $\varphi: \mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right] \longrightarrow S$ defined by $\varphi\left(x_{i}\right)=h_{i-1}$ for each $i$. Note that $\varphi$ maps the Hankel matrix of indeterminates $H$ to a matrix $M$ that is Hankel in the elements $h_{i}$. As $M$ is the sum of $t-1$ matrices of the form

$$
\left(\begin{array}{ccccc}
u^{n+t-2} & u^{n+t-3} v & u^{n+t-4} v^{2} & \cdots & u^{t-1} v^{n-1} \\
u^{n+t-3} v & u^{n+t-4} v^{2} & \cdots & \cdots & u^{t-2} v^{n} \\
u^{n+t-4} v^{2} & \cdots & \cdots & \cdots & u^{t-3} v^{n+1} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
u^{n-1} v^{t-1} & \cdots & \cdots & \cdots & v^{n-t+2}
\end{array}\right)
$$

each having rank 1 , it follows that the rank of $M$ is at most $t$-1, i.e., that $I_{t}(M)=0$. Hence $\varphi$ induces a homomorphism $\widetilde{\varphi}: R \longrightarrow S$. Since $R$ is a domain of dimension $2 t-2$, which is also the dimension of $S$, it follows that $\widetilde{\varphi}$ is injective.

Theorem 2.1. Let $R=\mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right] / I_{t}(H)$, where $\mathbb{F}$ is a field, and $H$ is a $t \times n$ Hankel matrix. If $\mathbb{F}$ has characteristic zero, then $R$ has rational singularities. If $\mathbb{F}$ is a field of positive characteristic $p$, with $p \geqslant t$, then $R$ is $F$-rational.

It follows that if $\mathbb{F}$ has characteristic $p \geqslant t$, then the ring $R$ has rational singularities in the sense of [17, Definition 1.3]; see [17, Corollary 1.12].

Proof. It suffices to prove the positive characteristic assertion in the theorem: it then follows that $R$ is of $F$-rational type for $\mathbb{F}$ of characteristic zero, and then by [21, Theorem 4.3] that $R$ has rational singularities.

Let $\mathbb{F}$ be a field of characteristic $p \geqslant t$, and assume $t \geqslant 2$. Using [13, Theorem 4.7] and the preceding remark in that paper, it suffices to prove that the ideal generated by one choice of a homogeneous system of parameters for $R$ is tightly closed. Set

$$
S:=\mathbb{F}\left[u_{1}, \ldots, u_{t-1}, v_{1}, \ldots, v_{t-1}\right],
$$

i.e., $S$ is a polynomial ring in $2 t-2$ indeterminates, and identify $R$ with the subring generated by the elements $h_{0}, \ldots, h_{n+t-2}$ as in (2.0.1). The elements

$$
h_{0}, \ldots, h_{t-2}, h_{n}, \ldots, h_{n+t-2}
$$

form a homogeneous system of parameters for $R$. Let $\mathfrak{a}$ be the ideal of $R$ generated by these elements; it suffices to show that $\mathfrak{a}$ is tightly closed. Note that $h_{i}$ belongs to the ideal $\left(u_{1}^{n}, u_{2}^{n}, \ldots, u_{t-1}^{n}\right) S$ for $0 \leqslant i \leqslant t-2$, and to $\left(v_{1}^{n}, v_{2}^{n}, \ldots, v_{t-1}^{n}\right) S$ for $n \leqslant i \leqslant n+t-2$, so

$$
\mathfrak{a} S \subseteq\left(u_{1}^{n}, u_{2}^{n}, \ldots, u_{t-1}^{n}, v_{1}^{n}, v_{2}^{n}, \ldots, v_{t-1}^{n}\right) S
$$

The socle of $R / \mathfrak{a}$ is the vector space spanned by the images of the elements

$$
h_{i_{1}} h_{i_{2}} \cdots h_{i_{t-1}} \quad \text { where } t-1 \leqslant i_{1} \leqslant i_{2} \leqslant \cdots \leqslant i_{t-1} \leqslant n-1
$$

Suppose that a linear combination of the above elements, say

$$
r:=\sum \lambda_{i_{1} i_{2} \cdots i_{t-1}} h_{i_{1}} h_{i_{2}} \cdots h_{i_{t-1}} \quad \text { where } \quad \lambda_{i_{1} i_{2} \cdots i_{t-1}} \in \mathbb{F},
$$

belongs to $\mathfrak{a}^{*}$, i.e., to the tight closure of $\mathfrak{a}$ in $R$. Since $R \subset S$ is an inclusion of domains, it then follows from the definition of tight closure that $r \in(\mathfrak{a} S)^{*}$. But $(\mathfrak{a} S)^{*}=\mathfrak{a} S$ since $S$ is regular, implying that $r \in \mathfrak{a} S$, and hence that

$$
r \in\left(u_{1}^{n}, u_{2}^{n}, \ldots, u_{t-1}^{n}, v_{1}^{n}, v_{2}^{n}, \ldots, v_{t-1}^{n}\right) S
$$

We claim that this occurs only when each coefficient $\lambda_{i_{1} i_{2} \cdots i_{t-1}}$ equals 0 ; it then follows that $r=0$, i.e., that $\mathfrak{a}$ is tightly closed, as desired.

We first illustrate the proof of the claim when $t=3$. In this case, the ring $R$ may be identified with the $\mathbb{F}$-subalgebra of $S=\mathbb{F}\left[u_{1}, u_{2}, v_{1}, v_{2}\right]$ generated by the elements

$$
h_{i}=u_{1}^{n+1-i} v_{1}^{i}+u_{2}^{n+1-i} v_{2}^{i} \quad \text { where } 0 \leqslant i \leqslant n+1 .
$$

Suppose

$$
r=\sum_{2 \leqslant i_{1} \leqslant i_{2} \leqslant n-1} \lambda_{i_{1} i_{2}} h_{i_{1}} h_{i_{2}} \in\left(u_{1}^{n}, u_{2}^{n}, v_{1}^{n}, v_{2}^{n}\right) S .
$$

Fix $k_{1}, k_{2}$ with $2 \leqslant k_{1} \leqslant k_{2} \leqslant n-1$, and consider the coefficient of $u_{1}^{n+1-k_{1}} v_{1}^{k_{1}} u_{2}^{n+1-k_{2}} v_{2}^{k_{2}}$ in the expression above, i.e., in

$$
\sum \lambda_{i_{1} i_{2}} h_{i_{1}} h_{i_{2}}=\sum \lambda_{i_{1} i_{2}}\left(u_{1}^{n+1-i_{1}} v_{1}^{i_{1}}+u_{2}^{n+1-i_{1}} v_{2}^{i_{1}}\right)\left(u_{1}^{n+1-i_{2}} v_{1}^{i_{2}}+u_{2}^{n+1-i_{2}} v_{2}^{i_{2}}\right)
$$

This coefficient is $\lambda_{k_{1} k_{2}}$ if $k_{1}<k_{2}$, and it equals $2 \lambda_{k_{1} k_{1}}$ if $k_{1}=k_{2}$. Since the characteristic of $\mathbb{F}$ is $p \geqslant 3$, and $r \in\left(u_{1}^{n}, u_{2}^{n}, v_{1}^{n}, v_{2}^{n}\right) S$, it follows that each coefficient must be 0 as claimed.

We now turn to the general case: suppose

$$
r=\sum \lambda_{i_{1} i_{2} \cdots i_{t-1}} h_{i_{1}} h_{i_{2}} \cdots h_{i_{t-1}} \in\left(u_{1}^{n}, u_{2}^{n}, \ldots, u_{t-1}^{n}, v_{1}^{n}, v_{2}^{n}, \ldots, v_{t-1}^{n}\right) S
$$

where the sum is over indices with $t-1 \leqslant i_{1} \leqslant i_{2} \leqslant \cdots \leqslant i_{t-1} \leqslant n-1$. Let $k_{1}, \ldots, k_{t-1}$ be integers with

$$
t-1 \leqslant k_{1} \leqslant k_{2} \leqslant \cdots \leqslant k_{t-1} \leqslant n-1
$$

The coefficient of

$$
u_{1}^{n+t-2-k_{1}} v_{1}^{k_{1}} u_{2}^{n+t-2-k_{2}} v_{2}^{k_{2}} \cdots u_{t-1}^{n+t-2-k_{t-1}} v_{t-1}^{k_{t-1}}
$$

in $r$ is $c \lambda_{k_{1} k_{2} \cdots k_{t-1}}$ where $c$ is a product of positive integers, each less than $t$. Hence $c \neq 0$ in $\mathbb{F}$, and so it follows that each coefficient is 0 .

While the description in terms of higher secant varieties shows that every Hankel determinantal ring is a subring of a polynomial ring, it is not in general a pure subring of that polynomial ring, as we show next; recall that a ring homomorphism $R \longrightarrow S$ is pure if

$$
R \otimes_{R} M \longrightarrow S \otimes_{R} M
$$

is injective for each $R$-module $M$.

Proposition 2.2. Let $R$ be a $t \times n$ Hankel determinantal ring, regarded as the $\mathbb{F}$-subalgebra of the polynomial ring $S=\mathbb{F}\left[u_{1}, \ldots, u_{t-1}, v_{1}, \ldots, v_{t-1}\right]$, generated by the elements $h_{i}$ as in (2.0.1). If $t \geqslant 3$, then $R$ is not a pure subring of $S$.

Proof. Let $\mathfrak{m}_{R}$ denote the homogeneous maximal ideal of $R$. The expansion of this ideal to $S$ is contained in the height $t$ ideal

$$
\left(u_{1}-v_{1}, \ldots, u_{t-1}-v_{t-1}, v_{1}^{n+t-2}+\cdots+v_{t-1}^{n+t-2}\right) S .
$$

Since height $\mathfrak{m}_{R} S \leqslant t<2 t-2=\operatorname{dim} S$, the Hartshorne-Lichtenbaum Vanishing Theorem, for example [16, Theorem 14.1], implies that

$$
H_{\mathfrak{m}_{R}}^{2 t-2}(S)=H_{\mathfrak{m}_{R} S}^{2 t-2}(S)=0
$$

If $R \longrightarrow S$ is pure, the injectivity of $H_{\mathfrak{m}_{R}}^{2 t-2}(R) \longrightarrow H_{\mathfrak{m}_{R}}^{2 t-2}(S)$ implies that $H_{\mathfrak{m}_{R}}^{2 t-2}(R)=0$, which is a contradiction since $\operatorname{dim} R=2 t-2$.

Remark 2.3. Being a pure subring of a polynomial ring is a stronger property than having rational singularities, or even having $F$-regular type; the hypersurface in [19, Theorem 5.1] has $F$-regular type, but is not a pure subring of a polynomial ring.

Question 2.4. Is every Hankel determinantal ring a pure subring of a polynomial ring?

## 3. The divisor class group

Consider the Hankel determinantal ring $R=\mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right] / I_{t}(H)$, where $\mathbb{F}$ is a field. To avoid some trivialities, we assume throughout this section that $n \geqslant t \geqslant 2$. Set $\mathfrak{p}$ to be the ideal of $R$ generated by the maximal minors of the first $t-1$ rows of $H$, i.e.,

$$
\mathfrak{p}:=I_{t-1}\left(\begin{array}{ccccc}
x_{1} & x_{2} & x_{3} & \cdots & x_{n}  \tag{3.0.1}\\
x_{2} & x_{3} & \cdots & \cdots & x_{n+1} \\
x_{3} & \cdots & \cdots & \cdots & x_{n+2} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
x_{t-1} & \cdots & \cdots & \cdots & x_{n+t-2}
\end{array}\right) .
$$

The ring $R / \mathfrak{p}$ may be identified with the polynomial ring in the indeterminate $x_{n+t-1}$ over a size $(t-1) \times n$ Hankel determinantal ring; it follows that $R / \mathfrak{p}$ is an integral domain of dimension $2 t-3$, and hence that $\mathfrak{p}$ is a prime ideal of height 1 .

For each integer $k$ with $1 \leqslant k \leqslant n-t+2$, set $\mathfrak{p}^{\langle k\rangle}$ to be the ideal of $R$ as below,

$$
\mathfrak{p}^{\langle k\rangle}:=I_{t-1}\left(\begin{array}{ccccc}
x_{1} & x_{2} & x_{3} & \cdots & x_{n-k+1} \\
x_{2} & x_{3} & \cdots & \cdots & x_{n-k+2} \\
x_{3} & \cdots & \cdots & \cdots & x_{n-k+3} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
x_{t-1} & \cdots & \cdots & \cdots & x_{n-k+t-1}
\end{array}\right) .
$$

Note that $\mathfrak{p}^{\langle 1\rangle}=\mathfrak{p}$, and that the ideal $\mathfrak{p}^{\langle n-t+2\rangle}$ is principal. With this notation, we prove:

Theorem 3.1. Consider the Hankel determinantal ring $R:=\mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right] / I_{t}(H)$, for $\mathbb{F}$ a field, and $t \geqslant 2$. Then the divisor class group of $R$ is cyclic of order $n-t+2$, generated by the ideal $\mathfrak{p}$ as in (3.0.1). The symbolic powers of $\mathfrak{p}$ are

$$
\mathfrak{p}^{(k)}=\mathfrak{p}^{\langle k\rangle} \quad \text { for } 1 \leqslant k \leqslant n-t+2 \text {. }
$$

Moreover, each of these is a maximal Cohen-Macaulay $R$-module.
We need a number of preliminary results.
Lemma 3.2. Let $Y$ be an $m \times n$ matrix with entries in a commutative ring. Assume that $Y$ has rank less than $t$.
(1) For every choice of row and column indices, one has

$$
\left.\begin{array}{rl}
{\left[\begin{array}{lll}
a_{1} & \ldots & a_{t-1} \mid b_{1}
\end{array} \ldots\right.} & b_{t-1}
\end{array}\right] \times\left[\begin{array}{lll}
c_{1} & \ldots & \left.c_{t-1} \left\lvert\, \begin{array}{lll}
d_{1} & \ldots & d_{t-1}
\end{array}\right.\right] \\
& =\left[\begin{array}{lllll}
a_{1} & \ldots & \left.a_{t-1} \left\lvert\, \begin{array}{llll} 
& d_{1} & \ldots & d_{t-1}
\end{array}\right.\right] \times\left[\begin{array}{llll}
c_{1} & \ldots & c_{t-1} \mid & b_{1}
\end{array} \ldots\right. & b_{t-1}
\end{array}\right]
\end{array}\right.
$$

(2) Let $Y(a, b)$ denote the submatrix of $Y$ with row indices $\leqslant a$, and column indices $\leqslant b$. Then, for all $a<m$ and $b<n$, one has

$$
I_{t-1}(Y(a, b+1)) I_{t-1}(Y(a+1, b))=I_{t-1}(Y(a, b)) I_{t-1}(Y(a+1, b+1))
$$

Proof. First note that (2) follows immediately from (1). To prove (1), we may assume right away that the underlying ring is $B:=\mathbb{Z}[X] / I_{t}(X)$, with $X$ an $m \times n$ matrix of indeterminates, and that $Y$ is the image of $X$ in $B$. Since $B$ is a domain, it suffices to verify the displayed identity in the fraction field $\mathbb{K}$ of $B$. Consider the linear map

$$
\varphi: \mathbb{K}^{m} \longrightarrow \mathbb{K}^{n}
$$

given by the image of $Y$. The map $\varphi$ has rank less than $t$, so the exterior power

$$
\Lambda^{t-1} \varphi: \Lambda^{t-1} \mathbb{K}^{m} \longrightarrow \Lambda^{t-1} \mathbb{K}^{n}
$$

is a linear map of rank at most 1 . For rows $i_{1}, \ldots, i_{t-1}$ and columns $j_{1}, \ldots, j_{t-1}$ of $\varphi$, the corresponding matrix entry of $\Lambda^{t-1} \varphi$ is the determinant

$$
\left[\begin{array}{llll|lll}
i_{1} & \ldots & i_{t-1} \mid & j_{1} & \ldots & j_{t-1}
\end{array}\right]_{Y}
$$

The required identity is now immediate from the fact that the size 2 minors of the matrix for $\Lambda^{t-1} \varphi$ are zero.

Lemma 3.3. Let $\mathfrak{p}$ be as in (3.0.1), and let $v$ denote the valuation of the discrete valuation ring $R_{\mathfrak{p}}$. Then, for integers $1 \leqslant i_{1}<i_{2}<\cdots<i_{t-1} \leqslant n$, the minors of $H$ satisfy

$$
v\left(\left[1 \ldots t-1 \mid i_{1} \ldots i_{t-1}\right]\right)=n+1-i_{t-1}
$$

Consequently for $\mathfrak{p}^{\langle k\rangle}$ as defined earlier, and $k$ with $1 \leqslant k \leqslant n-t+2$, one has

$$
\mathfrak{p}^{\langle k\rangle} \subseteq \mathfrak{p}^{(k)} \quad \text { and } \quad \mathfrak{p}^{\langle k\rangle} R_{\mathfrak{p}}=\mathfrak{p}^{(k)} R_{\mathfrak{p}}
$$

Proof. Set $\pi:=[1 \ldots t-1 \mid n-t+2 \ldots n]$. We will prove inductively that

$$
\begin{equation*}
v\left(\left[1 \ldots t-1 \mid i_{1} \ldots i_{t-1}\right]\right)=\left(n+1-i_{t-1}\right) v(\pi) \tag{3.3.1}
\end{equation*}
$$

with the base case for the induction being $i_{t-1}=n$. By Lemma 3.2 (1) one has

$$
\begin{equation*}
\left[1 \ldots t-1 \mid i_{1} \ldots i_{t-1}\right] \times[2 \ldots t \mid n-t+2 \ldots n]=\pi \times\left[2 \ldots t \mid i_{1} \ldots i_{t-1}\right] \tag{3.3.2}
\end{equation*}
$$

We work in the ring $R_{\mathfrak{p}}$, where the minor

$$
[2 \ldots t \mid n-t+2 \ldots n]
$$

is a unit. If $i_{t-1}=n$, then $\left[2 \ldots t \mid i_{1} \ldots i_{t-1}\right]$ is a unit in $R_{\mathfrak{p}}$ as well, and it follows that

$$
v\left(\left[1 \ldots t-1 \mid i_{1} \ldots i_{t-1}\right]\right)=v(\pi)
$$

which proves the base case. For the inductive step, assume that $i_{t-1}<n$ and that (3.3.1) holds for larger values of $i_{t-1}$. Since

$$
\left[2 \ldots t \mid i_{1} \ldots i_{t-1}\right]=\left[\left.\begin{array}{l}
1
\end{array} \ldots t-1 \right\rvert\, i_{1}+1 \ldots i_{t-1}+1\right]
$$

the inductive hypothesis gives

$$
v\left(\left[2 \ldots t \mid i_{1} \ldots i_{t-1}\right]\right)=\left(n-i_{t-1}\right) v(\pi)
$$

Combining this with (3.3.2), it follows that

$$
v\left(\left[1 \ldots t-1 \mid i_{1} \ldots i_{t-1}\right]\right)=v(\pi)+\left(n-i_{t-1}\right) v(\pi)=\left(n+1-i_{t-1}\right) v(\pi)
$$

which completes the proof of (3.3.1).
Since the valuation of each minor generating the ideal $\mathfrak{p}$ is a positive integer multiple of $v(\pi)$, it follows that $\pi$ generates the maximal ideal of $R_{\mathfrak{p}}$, and that $v(\pi)=1$. Lastly, note that the minors that generate the ideal $\mathfrak{p}^{\langle k\rangle}$ are precisely those with valuation at least $k$.

The following is a slight modification of [25, Lemma 4], adapted to our notation, and with a shorter proof.

Lemma 3.4. Let $R$ be a $t \times n$ Hankel determinantal ring over a field $\mathbb{F}$. Set

$$
\Delta:=[1 \ldots t-1 \mid 1 \ldots t-1]
$$

viewed as an element of $R$. Then:
(1) the ideal $\Delta R$ has radical $\mathfrak{p}$, for $\mathfrak{p}$ as in (3.0.1),
(2) $R_{\Delta}=\mathbb{F}\left[x_{1}, \ldots, x_{2 t-2}\right]_{\Delta}$, and
(3) the elements $x_{1}, \ldots, x_{2 t-2}$ of $R$ are algebraically independent over $\mathbb{F}$.

Proof. (1) In the notation of Lemma 3.2, the ideal $\mathfrak{p}^{\langle k\rangle}$ is $I_{t-1}(Y(t-1, n-k+1))$, where $Y$ is the image of the Hankel matrix $H$ in $R$. Since

$$
I_{t-1}(Y(t-1, n-k+1))=I_{t-1}(Y(t, n-k))
$$

Lemma 3.2 (2) gives
$I_{t-1}(Y(t-1, n-k+1))^{2}=I_{t-1}(Y(t-1, n-k)) I_{t-1}(Y(t, n-k+1))$

$$
\subset I_{t-1}(Y(t-1, n-k))
$$

i.e.,

$$
\left(\mathfrak{p}^{\langle k\rangle}\right)^{2} \subset \mathfrak{p}^{\langle k+1\rangle}
$$

Since $\mathfrak{p}^{\langle 1\rangle}=\mathfrak{p}$ and $\mathfrak{p}^{\langle n-t+2\rangle}=\Delta R$, we are done.
(2) For each $a \geqslant t$, we have $[1 \ldots t \mid 1 \ldots t-1 a]=0$ in $R$, so

$$
x_{t+a-1} \Delta \in \mathbb{F}\left[x_{1}, \ldots, x_{t+a-2}\right]
$$

Since $\Delta \in \mathbb{F}\left[x_{1}, \ldots, x_{t+a-2}\right]$, it follows that

$$
\mathbb{F}\left[x_{1}, \ldots, x_{t+a-1}\right]_{\Delta}=\mathbb{F}\left[x_{1}, \ldots, x_{t+a-2}\right]_{\Delta}
$$

Iterating the above display, one gets the desired result.
(3) The dimension of $R$ is $2 t-2$, hence $\operatorname{dim} \mathbb{F}\left[x_{1}, \ldots, x_{2 t-2}\right]=2 t-2$.

Lemma 3.5. For each $k$ with $1 \leqslant k \leqslant n-t+2$, the ring $R / \mathfrak{p}^{\langle k\rangle}$ is Cohen-Macaulay. Hence the ideal $\mathfrak{p}^{\langle k\rangle}$ is a maximal Cohen-Macaulay $R$-module; in particular, it is reflexive.

Proof. Since $R / \mathfrak{p}$ is a polynomial extension of a $(t-1) \times n$ Hankel determinantal ring, its multiplicity is

$$
e(R / \mathfrak{p})=\binom{n}{t-2} .
$$

Fix $k$ with $1 \leqslant k \leqslant n-t+2$. Since $\Delta \in \mathfrak{p}^{\langle k\rangle}$, it follows from Lemma 3.4 that $\mathfrak{p}^{\langle k\rangle}$ has radical $\mathfrak{p}$. The associativity formula for multiplicities, [2, Corollary 4.7.8], then gives the first equality in

$$
e\left(R / \mathfrak{p}^{\langle k\rangle}\right)=\ell\left(\frac{R_{\mathfrak{p}}}{\mathfrak{p}^{\langle k\rangle} R_{\mathfrak{p}}}\right) e(R / \mathfrak{p})=k\binom{n}{t-2},
$$

while the second equality follows from Lemma 3.3.
Let $A$ be the polynomial ring $\mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right]$, and let $P_{k}$ be the inverse image of $\mathfrak{p}^{\langle k\rangle}$ under the canonical surjection $A \longrightarrow R$. The images of the indeterminates

$$
\boldsymbol{x}:=x_{1}, \ldots, x_{t-2}, x_{n+1}, \ldots, x_{n+t-1}
$$

are a homogeneous system of parameters for $A / P_{k}=R / \mathfrak{p}^{\langle k\rangle}$. Set

$$
J:=P_{k}+(\boldsymbol{x}) A .
$$

Using, for example, [2, Corollary 4.7.11], one has

$$
\begin{equation*}
\ell(A / J) \geqslant e\left(\boldsymbol{x}, R / \mathfrak{p}^{\langle k\rangle}\right) \geqslant e\left(R / \mathfrak{p}^{\langle k\rangle}\right)=k\binom{n}{t-2} . \tag{3.5.1}
\end{equation*}
$$

We claim that

$$
\ell(A / J) \leqslant k\binom{n}{t-2}
$$

Assuming the claim, all the terms in (3.5.1) are equal, but then $R / \mathfrak{p}^{\langle k\rangle}$ is CohenMacaulay using, again, [2, Corollary 4.7.11].

To prove the claim, consider the degrevlex order on $A$ induced by

$$
x_{1}>x_{2}>\cdots>x_{n+t-1}
$$

Then the initial ideal of $J$ contains the ideal

$$
(\boldsymbol{x})+\left(x_{t-1}, \ldots, x_{n-k+1}\right)^{t-1}+\left(x_{t}, \ldots, x_{n}\right)^{t}
$$

so it suffices to verify that the length of

$$
\frac{\mathbb{F}\left[x_{t-1}, \ldots, x_{n}\right]}{\left(x_{t-1}, \ldots, x_{n-k+1}\right)^{t-1}+\left(x_{t}, \ldots, x_{n}\right)^{t}}
$$

is at most

$$
k\binom{n}{t-2}
$$

This is immediate from the following lemma.
Lemma 3.6. Let $\mathbb{F}$ be a field, and consider integers $t \geqslant 2$ and $1 \leqslant r \leqslant s$. Then

$$
\ell\left(\frac{\mathbb{F}\left[y_{1}, \ldots, y_{s}\right]}{\left(y_{1}, \ldots, y_{r}\right)^{t-1}+\left(y_{2}, \ldots, y_{s}\right)^{t}}\right)=(s-r+1)\binom{s+t-2}{t-2}
$$

Proof. When $r=1$, the length in question is that of

$$
\frac{\mathbb{F}\left[y_{1}\right]}{\left(y_{1}^{t-1}\right)} \otimes_{\mathbb{F}} \frac{\mathbb{F}\left[y_{2}, \ldots, y_{s}\right]}{\left(y_{2}, \ldots, y_{s}\right)^{t}},
$$

which equals

$$
(t-1)\binom{s-1+t-1}{t-1}=s\binom{s+t-2}{t-2}
$$

so the asserted formula holds. Assume for the rest that $r \geqslant 2$.
The case when $t=2$ is readily checked as well; we proceed by induction on $t$ and $s$. Set

$$
V:=\mathbb{F}\left[y_{1}, \ldots, y_{s}\right] \quad \text { and } \quad I:=\left(y_{1}, \ldots, y_{r}\right)^{t-1}+\left(y_{2}, \ldots, y_{s}\right)^{t}
$$

and consider the exact sequence

$$
0 \longrightarrow V /\left(I: y_{2}\right) \longrightarrow V / I \longrightarrow V /\left(I+y_{2} V\right) \longrightarrow 0
$$

Since $\left(I: y_{2}\right)=\left(y_{1}, \ldots, y_{r}\right)^{t-2}+\left(y_{2}, \ldots, y_{s}\right)^{t-1}$, the inductive hypothesis gives

$$
\begin{aligned}
\ell(V / I) & =\ell\left(V /\left(I: y_{2}\right)\right)+\ell\left(V /\left(I+y_{2} V\right)\right) \\
& =(s-r+1)\binom{s+(t-1)-2}{(t-1)-2}+((s-1)-(r-1)+1)\binom{(s-1)+t-2}{t-2} \\
& =(s-r+1)\binom{s+t-2}{t-2} .
\end{aligned}
$$

Proof of Theorem 3.1. By Lemma 3.4, the ring $R_{\Delta}$ is a localization of a polynomial ring, and hence a UFD. Nagata's theorem, e.g., [2, page 315], then implies that $\mathrm{Cl}(R)$ is generated by the height 1 prime ideals of $R$ that contain $\Delta$, namely by the ideal $\mathfrak{p}$.

Fix $k$ with $1 \leqslant k \leqslant n-t+2$. Then $\mathfrak{p}^{\langle k\rangle}$ has radical $\mathfrak{p}$, and is unmixed by Lemma 3.5. Thus, the primary decomposition of $\mathfrak{p}^{\langle k\rangle}$ has the form $\mathfrak{p}^{(i)}$ for some $i$. The integer $i$ can be computed after localization at $\mathfrak{p}$, but then Lemma 3.3 implies that $\mathfrak{p}^{\langle k\rangle}=\mathfrak{p}^{(k)}$ as claimed. Note that the ideal $\mathfrak{p}^{\langle k\rangle}$ is principal precisely when $k=n-t+2$. Lastly, each $\mathfrak{p}^{\langle k\rangle}$ is a maximal Cohen-Macaulay module by Lemma 3.5.

Remark 3.7. Let $Y$ be a $t \times n$ matrix of indeterminates over a field $\mathbb{F}$, and consider the generic determinantal ring

$$
B:=\mathbb{F}[Y] / I_{t}(Y)
$$

Set $P$ to be the prime ideal of $B$ generated by the size $t-1$ minors of the first $t-1$ rows of $Y$, and $Q$ to be the prime generated by the size $t-1$ minors of the first $t-1$ columns. By [3, Example 9.27(d)], the following are maximal Cohen-Macaulay $B$-modules:

$$
B, P, Q, Q^{2}, \ldots, Q^{n-t+1}
$$

and, in fact, the only rank one maximal Cohen-Macaulay $B$-modules up to isomorphism. The canonical module of $B$ is isomorphic to $Q^{n-t}$, see [3, Theorem 8.8].

Since the Hankel determinantal ring $R$ may be obtained as the specialization of $B$ modulo a regular sequence, it follows that the images in $R$ of the modules displayed above are Cohen-Macaulay $R$-modules. Note that $\mathfrak{p}=P R$, and set $\mathfrak{q}:=Q R$, in which case

$$
R, \mathfrak{p}, \mathfrak{q}, \mathfrak{q}^{2}, \ldots, \mathfrak{q}^{n-t+1}
$$

are Cohen-Macaulay $R$-modules. Due to the symmetry in a Hankel matrix, one has

$$
\mathfrak{q}=\mathfrak{p}^{\langle n-t+1\rangle}=\mathfrak{p}^{(n-t+1)}
$$

Fix $i$ with $1 \leqslant i \leqslant n-t+1$. Since $\mathfrak{q}^{i}$ is a maximal Cohen-Macaulay $R$-module, and hence a divisorial ideal, it follows that

$$
\mathfrak{q}^{i}=\left(\mathfrak{p}^{(n-t+1)}\right)^{i}=\mathfrak{p}^{(i(n-t+1))} \cong \mathfrak{p}^{(n-t+2-i)}
$$

In particular, $\mathfrak{q}^{n-t+1} \cong \mathfrak{p}$, and the $n-t+3$ rank one maximal Cohen-Macaulay $B$-modules specialize to the $n-t+2$ elements of the divisor class group of $R$.

The canonical module $Q^{n-t}$ of $B$ specializes to the canonical module

$$
\mathfrak{q}^{n-t} \cong \mathfrak{p}^{(2)}
$$

of $R$. Since the $a$-invariant of the ring $R$ is $1-t$, and $\mathfrak{p}^{(2)}$ is generated in degree $t-1$, it follows that the graded canonical module of $R$ is

$$
\omega_{R}:=\mathfrak{p}^{(2)} .
$$

Note that the number of generators of $\omega_{R}$ as an $R$-module is

$$
\binom{n-1}{t-1}
$$

Since $\omega_{R}$ is a reflexive $R$-module of rank one, it corresponds to an element [ $\omega_{R}$ ] of $\mathrm{Cl}(R)$. The order of this element is

$$
\operatorname{ord}\left[\omega_{R}\right]= \begin{cases}n-t+2 & \text { if } n-t+2 \text { is odd } \\ (n-t+2) / 2 & \text { if } n-t+2 \text { is even }\end{cases}
$$

## 4. $F$-purity and the $F$-pure threshold

Following [14, page 121], a ring $R$ of positive prime characteristic is $F$-pure if the Frobenius endomorphism $F: R \longrightarrow R$ is pure. We prove:

Theorem 4.1. Let $R$ be a Hankel determinantal ring over a field $\mathbb{F}$. If $\mathbb{F}$ has positive characteristic, then the ring $R$ is $F$-pure. If $\mathbb{F}$ has characteristic zero, then $R$ has log canonical singularities.

The proof uses the graded version of Fedder's criterion, [8, Theorem 1.12], and a result from [4]; we record these below:

Theorem 4.2 (Fedder's criterion). Let $A$ be an $\mathbb{N}$-graded polynomial ring, where $A_{0}$ is a field of characteristic $p>0$. Let $I$ be a homogeneous ideal of $A$, and set $R:=A / I$. Let $\mathfrak{m}$ be the homogeneous maximal ideal of $A$. Then $R$ is $F$-pure if and only if

$$
\left(I^{[p]}:_{A} I\right) \nsubseteq \mathfrak{m}^{[p]}
$$

The following lemma can be seen as a special case of [4, Theorem 3.12] that express the primary decomposition of a product of Hankel determinantal ideals in terms of symbolic powers and the so-called gamma functions. We present here a direct argument that is based only on [4, Lemma 3.7].

Lemma 4.3. Let $A:=\mathbb{F}\left[x_{1}, \ldots, x_{s+r-1}\right]$ be a polynomial ring over a field $\mathbb{F}$, and let $H$ be the $r \times s$ Hankel matrix in the indeterminates $x_{1}, \ldots, x_{s+r-1}$. Set $I:=I_{t}(H)$, where $t$ is an integer with $1 \leqslant t \leqslant \min \{r, s\}$. Let $d$ be a positive integer, and let $\delta_{1}, \ldots, \delta_{m}$ be minors of $H$ such that $m \leqslant d$ and $\sum_{i} \operatorname{deg} \delta_{i} \geqslant t d$. Then

$$
\delta_{1} \cdots \delta_{m} \in I^{d}
$$

Proof. By adding factors of degree 0 if needed, we may assume that $m=d$. For $u$ an integer, set $I_{u}:=I_{u}(H)$. If $\operatorname{deg} \delta_{i} \geqslant t$ for all $i=1, \ldots, d$, then the assertion is obvious.

If $\operatorname{deg} \delta_{i}<t$ for some $i$, say $u=\operatorname{deg} \delta_{1}<t$, then, since $\sum_{i} \operatorname{deg} \delta_{i} \geqslant t d$, there must be an index $j$ such that $\operatorname{deg} \delta_{j}>t$, say $v=\operatorname{deg} \delta_{2}>t$. By [4, Lemma 3.7] one has

$$
I_{u} I_{v} \subseteq I_{u+1} I_{v-1}
$$

since $u+1<v$. Hence we may replace $\delta_{1} \delta_{2}$ in the product with $\delta_{1}^{\prime} \delta_{2}^{\prime}$, where $\operatorname{deg} \delta_{1}^{\prime}=$ $u+1$ and $\operatorname{deg} \delta_{2}^{\prime}=v-1$. Repeating the argument as needed, we obtain the desired assertion.

Proof of Theorem 4.1. The characteristic zero case follows from the positive characteristic assertion by [10, Theorem 3.9]; in view of this, let $\mathbb{F}$ be a field of characteristic $p>0$. Set $A:=\mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right]$ and $I:=I_{t}(H)$. By Fedder's criterion, it suffices to verify that

$$
\left(I^{[p]}:_{A} I\right) \nsubseteq \mathfrak{m}^{[p]}
$$

where $\mathfrak{m}$ is the homogeneous maximal ideal of $A$. We construct a polynomial $f$ with

$$
\begin{equation*}
f \in I^{(n-t+1)} \tag{4.3.1}
\end{equation*}
$$

such that, with respect to the lexicographic order $x_{1}>x_{2}>\cdots>x_{n+t-1}$, one has

$$
\operatorname{in}_{\operatorname{lex}}(f)=x_{1} x_{2} \cdots x_{n+t-1} .
$$

Since the initial term of $f$ is squarefree, it follows that $f^{p-1} \notin \mathfrak{m}^{[p]}$. We claim that (4.3.1) implies $f^{p-1} \in\left(I^{[p]}:_{A} I\right)$, i.e.,

$$
f^{p-1} I \subseteq I^{[p]}
$$

By the flatness of the Frobenius endomorphism of $A$, the set of associated primes of $A / I^{[p]}$ equals that of $A / I$, so it suffices to verify that the containment displayed above holds after localization at the prime ideal $I$. The ideal $I$ has height $n-t+1$, so $\left(A_{I}, I A_{I}\right)$ is a regular local ring of dimension $n-t+1$, and the pigeonhole principle gives

$$
I^{(n-t+1)(p-1)+1} A_{I} \subseteq I^{[p]} A_{I}
$$

Using (4.3.1), it follows that

$$
f^{p-1} I A_{I} \subseteq I^{(n-t+1)(p-1)+1} A_{I}
$$

which proves the claim. It remains to construct $f$ with the properties asserted above; the construction depends on whether $n+t-1$ is odd or even:

Suppose $n+t-1$ is odd, set $k:=(n+t) / 2$. Then $I$ also equals the ideal generated by the size $t$ minors of the $k \times k$ Hankel matrix

$$
H^{\prime}:=\left(\begin{array}{ccccc}
x_{1} & x_{2} & x_{3} & \cdots & x_{k} \\
x_{2} & x_{3} & x_{4} & \cdots & x_{k+1} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
x_{k} & x_{k+1} & \cdots & \cdots & x_{n+t-1}
\end{array}\right)
$$

Let $f$ be the product of $\delta_{1}:=\left[\begin{array}{lll}1 & \ldots & k \mid 1 \ldots k\end{array}\right]_{H^{\prime}}$ and $\delta_{2}:=[1 \ldots k-1 \mid 2 \ldots k]_{H^{\prime}}$. Then

$$
\operatorname{in}_{\operatorname{lex}}(f)=\left(x_{1} x_{3} \cdots x_{n+t-1}\right)\left(x_{2} x_{4} \cdots x_{n+t-2}\right)=x_{1} x_{2} \cdots x_{n+t-1}
$$

as claimed. Let $\delta_{3}, \ldots, \delta_{n-t+1}$ be size $t-1$ minors of $H^{\prime}$. Then Lemma 4.3 implies that

$$
\delta_{1} \cdots \delta_{n-t+1} \in I^{n-t+1}
$$

Since $I$ is a prime ideal generated in degree $t$, and each of $\delta_{3}, \ldots, \delta_{n-t+1}$ has degree $t-1$, it follows that $f=\delta_{1} \delta_{2}$ belongs to the symbolic power $I^{(n-t+1)}$, as claimed in (4.3.1).

When $n+t-1$ is even, set $k:=(n+t-1) / 2$, and consider the $k \times(k+1)$ Hankel matrix

$$
H^{\prime \prime}:=\left(\begin{array}{ccccc}
x_{1} & x_{2} & \cdots & x_{k} & x_{k+1} \\
x_{2} & x_{3} & \cdots & x_{k+1} & x_{k+2} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
x_{k} & \cdots & \cdots & x_{n+t-2} & x_{n+t-1}
\end{array}\right)
$$

Then $I$ equals $I_{t}\left(H^{\prime \prime}\right)$. Take $f$ to be the product of the minors $\delta_{1}:=\left[\begin{array}{lll}1 & \ldots & k \mid 1 \ldots k\end{array}\right]_{H^{\prime \prime}}$ and $\delta_{2}:=[1 \ldots k \mid 2 \ldots k+1]_{H^{\prime \prime}}$, in which case

$$
\operatorname{in}_{\operatorname{lex}}(f)=\left(x_{1} x_{3} \cdots x_{n+t-2}\right)\left(x_{2} x_{4} \cdots x_{n+t-1}\right)=x_{1} x_{2} \cdots x_{n+t-1}
$$

Choosing size $t-1$ minors $\delta_{3}, \ldots, \delta_{n-t+1}$ of $H^{\prime \prime}$, Lemma 4.3 gives

$$
\delta_{1} \cdots \delta_{n-t+1} \in I^{n-t+1}
$$

and hence $f \in I^{(n-t+1)}$, as in the previous case.
The definition of $F$-pure thresholds is due to Takagi and Watanabe [22], and provides a positive characteristic analogue of the log canonical threshold. We focus here on the $F$-pure threshold of a homogeneous ideal in standard graded $F$-pure ring:

Definition 4.4. Let $A$ be a polynomial ring over an $F$-finite field of characteristic $p>0$, and let $I$ be a homogeneous ideal such that $R:=A / I$ is $F$-pure. Let $\mathfrak{a}$ be a homogeneous ideal of $R$, and let $J$ be its preimage in $A$. Given $e \in \mathbb{N}$, set

$$
\nu_{e}(\mathfrak{a}):=\max \left\{r \geqslant 0 \mid\left(I^{[q]}:_{A} I\right) J^{r} \nsubseteq \mathfrak{m}_{A}^{[q]}\right\}
$$

where $q=p^{e}$. Then the $F$-pure threshold of $\mathfrak{a} \subset R$ is

$$
\operatorname{fpt}(\mathfrak{a}):=\lim _{e \longrightarrow \infty} \nu_{e}(\mathfrak{a}) / p^{e}
$$

Suppose, in addition, that $R$ is normal; let $\omega_{R}$ be the graded canonical module of $R$. Taking $\mathfrak{a}$ to be $\mathfrak{m}_{R}$ in the above definition, [20, Theorem 4.1] implies that $-\nu_{e}\left(\mathfrak{m}_{R}\right)$ equals the degree of a minimal generator of $\omega_{R}^{(1-q)}$. Using this, we obtain:

Theorem 4.5. Let $R=\mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right] / I_{t}(H)$, where $\mathbb{F}$ is a field of characteristic $p>0$, and $H$ is a $t \times n$ Hankel matrix. Then the $F$-pure threshold of $\mathfrak{m}_{R} \subset R$ is

$$
\operatorname{fpt}\left(\mathfrak{m}_{R}\right)=\frac{2(t-1)}{n-t+2}
$$

Proof. Recall from Remark 3.7 that $\omega_{R}=\mathfrak{p}^{(2)}$. For an integer $q=p^{e}$, one then has

$$
\omega_{R}^{(1-q)}=\mathfrak{p}^{(2(1-q))} .
$$

Write

$$
2(q-1)=i(n-t+2)+j, \quad \text { where } 0 \leqslant j \leqslant n-t+1
$$

In view of the graded isomorphism

$$
\mathfrak{p}^{(n-t+2)} \cong R(-(t-1)),
$$

one then has

$$
\omega_{R}^{(1-q)}=\mathfrak{p}^{(2(1-q))}=\mathfrak{p}^{(-i(n-t+2))} \mathfrak{p}^{(-j)} \cong \mathfrak{p}^{(-j)}(i(t-1)) .
$$

Since $0 \leqslant j \leqslant n-t+1$, the module $\mathfrak{p}^{(-j)}$ has minimal generators in degree 0 , which then implies that $\omega_{R}^{(1-q)}$ has minimal generators in degree $-i(t-1)$, and hence that

$$
\nu_{e}\left(\mathfrak{m}_{R}\right)=i(t-1)=(t-1)\left\lfloor\frac{2(q-1)}{n-t+2}\right\rfloor .
$$

The calculation of $\operatorname{fpt}\left(\mathfrak{m}_{R}\right)$ follows immediately from this.
Using the general theory developed in [11], one can also compute the $F$-pure threshold of the ideal $I_{t}(H)$ in the polynomial ring $\mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right]$ :

Theorem 4.6. Let $H$ be a $t \times n$ Hankel matrix of indeterminates over a field $\mathbb{F}$ of positive characteristic. Then the $F$-pure threshold of $I_{t}(H) \subset \mathbb{F}\left[x_{1}, \ldots, x_{n+t-1}\right]$ is

$$
\operatorname{fpt}\left(I_{t}(H)\right)=\min \left\{\left.\frac{n+t-2 i+1}{t-i+1} \right\rvert\, i=1, \ldots, t\right\}
$$

More precisely, if $\lambda \in \mathbb{R}_{>0}$, the generalized test ideal $\tau\left(\lambda \bullet I_{t}(H)\right)$ is

$$
\tau\left(\lambda \bullet I_{t}(H)\right)=\bigcap_{i=1}^{t} I_{i}(H)^{(\lfloor\lambda(t-i+1)\rfloor-n-t+2 i)}
$$

Proof. The powers of the ideal $I_{t}(H)$ are integrally closed by [4, Theorem 4.5], and using [4, Theorem 3.12] one has

$$
\bigcup_{s \geqslant 1} \operatorname{Ass} I_{t}(H)^{s} \subseteq\left\{I_{1}(H), I_{2}(H), \ldots, I_{t}(H)\right\}
$$

In the notation of $[11, \S 3]$, by $[4$, Theorem 3.12$]$ we also infer that $I_{t}(H)$ satisfies condition $(\diamond)$ and that

$$
e_{I_{i}(H)}\left(I_{t}(H)\right)=t-i+1 \quad \text { for } \quad i=1, \ldots, t
$$

Recall that the polynomial $f$ constructed in the proof of Theorem 4.1 has a squarefree initial term. By an argument similar to the one used there for $i=t$, one sees that

$$
f \in I_{i}(H)^{(n+t-2 i+1)} \quad \text { for } \quad i=1, \ldots, t
$$

Since $I_{i}(H)$ is equal to the ideal generated by the size $i$ minors of an $i \times(t+n-i)$ Hankel matrix, it follows that height $I_{i}(H)=n+t-2 i+1$, and that the ideal $I_{t}(H)$ satisfies the condition $(\diamond+)$. The assertion now follows by [11, Theorem 3.14].

Remark 4.7. A similar argument allows one to compute the $F$-pure threshold and the generalized test ideals (in positive characteristic), as well as the log canonical threshold and the multiplier ideals (in characteristic zero), of any product of ideals of minors of a Hankel matrix in a polynomial ring.

We conclude with the following question; we prove in [5] that the answer is affirmative in a number of cases.

Question 4.8. Is every Hankel determinantal ring over a field of positive characteristic an $F$-regular ring?
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