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Let p stand for a statement, then ~ p (read not p)
represents the logical opposite or negation of p.

not, and, or, if ...then, if and only if

If p and ¢ are statements, then the statement p or g
(called the disjunction of p and ¢ and denoted p V q)
is true unless both p and ¢ are false.

If p and ¢ are statements, then the statement p and
g (called the conjunction of p and ¢ and denoted
p A Q) is true only when both p and ¢ are true, and
false otherwise.
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A statement of the form
if p then q
If p, then gq.

In the above, the statement p is called the antecedant
or hypothesis, and the statement ¢ is called the
consequent or conclusion.

is called an implication or conditional.

p=4q
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A statement of the form “p if and only if ¢” is the con-
junction of two implications and is called an equiva-
lence.
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~(p=q9epn(~q

~ (Vg e (~p)A(~q)

A sentence whose truth table contains only T is called
a tautology. The following sentences are examples of
tautologies (¢ = contradiction):

v, p(r)
In the above statement, the universal quantifier de- peq & (=9N(g=Dp)
noted by V is read “for all”, “for each”, or “for every”. p=q) & (~q=~Dp)
p=4q) & [PA~q) =
Jz 3 p(x)

The implication p = ¢ is logically equivalent with its
contrapositive:
~q=r~p

In the above statement, the existential quantifier
denoted by 3 is read “there exists ...”, “there is at
least one ...”. The symbol 3 is just shorthand for
“such that”.

Given the implication p = ¢ then its inverse is
~p=ng

An implication is not logically equivalent to its inverse.
The inverse is the contrapositive of the converse.

Given the implication p = ¢ then its converse is

q=7p

But they are not logically equivalent.

Let A and B be sets. We say that A is a subset of B
if every element of A is an element of B. In symbols,
this is denoted

ACBorBDA

A contradiction is a statement that is always false.
Contradictions are symbolized by the letter ¢ or by
two arrows pointing directly at each other.

=<
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Let A and B be sets. We say that A is a equal to B
if A is a subset of B and B is a subset of A.

A=B& ACBand BCA

Let A and B be sets. A is a proper subset of B if A
is a subset of B and there exists an element in B that
is not in A.

If for each element j in a nomempty set J there cor-
responds a set A;, then

JZ{:{AJJEJ}

is called an indexed family of sets with J as the
index set.

Let A and B be sets.

AUB = {r:xc€Aorzec B}
ANB = {z:x€Aandzxc B}
A\B = {z:zxz€Aand z ¢ B}

If AN B =@ then A and B are said to be disjoint.

The ordered pair (a,b) is the set whose members are
{a} and {a,b}.

(a,0) = {{a},{a,0}}

If & is a collection of sets, then & is called

pairwise disjoint if

V A B € o/, where A # B then ANB=g

Let A and B be sets. A relaton between A and B is
any subset R of A x B.

aRb < (a,b) € R

If A and B are sets,then the Cartesian product or
cross product of A and B is the set of all ordered
pairs (a,b) such that a € A and b € B.

Ax B=1{(a,b):a€ Aand be B}

The equivalence class of x € S with respect to an
equivalence relation R is the set

E,={yeS:yRa}

A relation R on a set S is an equivalence relation if
for all x,y, z € S it satisfies the following criteria:

1. xRz reflexivity
2. zRy = yRx symmetry

3. zRy and yRz = zRz transitivity
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Let A and B be sets. A function between A and B
is a nonempty relation f C A x B such that

[(a,b) € f and (a,b') € fl=0b=10

A partition of a set S is a collection & of nonempty
subsets of S such that

1. Each z € S belongs to some subset A € Z.
2. Forall AABe &, if A# B, then ANB =0

A member of a set &2 is called a piece of the partition.

Let A and B be sets, and let f C A x B be a function
between A and B. The range of f is the set of all
second elements of members of f.

mg f={beB:3aec A>(a,b) € [}

The set B is referred to as the codomain of f.

Let A and B be sets, and let f C A x B be a function
between A and B. The domain of f is the set of all
first elements of members of f.

dom f={a€ A:3be B> (a,b) € f}

The function f: A — B is injective or (1-1) if:

Vaa €A, fla)=fld)=a=d

The function f : A — B is surjective or onto if
B =rng f. Equivalently,

VbeB, JacA>3b= f(a)

Let A be a nonempty set and let S C A, then the
characteristic function ygs : A — {0, 1} is defined
by

0 a¢sS
XS(a) = { 1 a i S

A function f : A — B is said to be bijective if f is
both surjective and injective.

Suppose f : A — B and g : B — (|, then the
composition of g with f denoted by go f: A — C'is
given by

(go f)x) =g(f(x))

In terms of ordered pairs this means

gof ={(a,c) € AxC :3be€ B> (a,b) € fA(b,c) € g}

Suppose f: A — B, and C C A, then the image of C
under f is

fC)={f(z):2eC}
If D C B then the pre-image of D in f is

f7HD)={x e A: f(x) € D}
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A function that maps a set A onto itself is called the
identity function on A, and is denoted i 4.

If f: A — B is a bijection, then

fTlof = ia
fof™t = g

Let f : A — B be bijective. The inverse function of
f is the function f~': B — A given by

f_lz{(y,a:)eBxA:(x,y)ef}

A set S is said to be finite if S = @ or if there exists
an n € N and a bijection

fA{12,...

If a set is not finite, it is said to be infinite.

,nt—S.

Two sets S and T are equinumerous, denoted S ~ T,
if there exists a bijection from S onto T'.

A set S is said to be denumerable if there exists a
bijection

f:N—=§S

Let I, = {1,2,...,n}. The cardinal number of I,
isn. Let S be a set. If S ~ I,, then S has n elements.

The cardinal number of & is defined to be 0.

Finally, if a cardinal number is not finite, it is said to
be transfinite.

Given any set S, the power set of S denoted by #(.5)
is the collection of all possible subsets of S.

If a set is finite or denumerable, then it is countable.

If a set is not countable, then it is uncountable.

A real number is said to be algebraic if it is a root of
a polynomial with integer coefficients.

If a number is not algebraic, it is called transcenden-
tal.

Given that |N| = Ry and |R| = ¢, we know that ¢ > Vg,
but is there any set with cardinality say A such that
Rg<A<e?

The conjecture that there is no such set was
first made by Cantor and is known as the
continuum hypothesis.
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In the Principle of Mathematical Induction, part (1)
which refers to P(1) being true is known as the
basis for induction.

Part (2) where one must show that V k € N, P(k) =
P(k + 1) is known as the induction step.

Finally, the assumption in part (2) that P(k) is true
is known as the induction hypothesis.

If S is a nonempty subset of N, then there exists an
element m € S such that Vke S m <k.

A1 Closure under addition

A2 Addition is commutative

A3 Addition is associative

A4 Additive identity is 0

A5 Unique additive inverse of x is —x
M1 Closure under multiplication

M2 Multiplication is commutative
M3 Multiplication is associative

M4 Multiplicative identity is 1

M5 If z # 0, then the unique multiplicative inverse is 1/z
DLV z,y,z € Ryz(y + 2) = 2y + x2

A recurrence relation is an equation that defines
a sequence recursively: each term of the sequence is
defined as a function of the preceding terms.

The Fibonacci numbers are defined using the linear
recurrence relation:

F, = F, o+F,
P =1
F, =1

If z € R, then the absolute value of z, is denoted |z|
and defined to be

o= {

r x>0
—x x<0

O1 V z,y € R exactly one of the relations
x =y, <y,z >y holds. (trichotomy)

O2Ve,yzeRiz<yandy<z=z<z.
(transitivity)

O3Va,yzeRe<y=zr+z2<y+z

O4Va,yzeR z<yand z>0=xz < yz.

If S is a field and satisfies (O1-04) of the order axioms,
then S is an ordered field.

Let z,y € R then
|z +yl < ||+ [y
alternatively,

la—0b] <la—c|+|c—1]

Let S be a subset of R.
such that m > s
upper bound of S.

If there exists an m € R
V s € S, then m is called an

Similarly, if m < s
lower bound of S.

V s € S, then m is called a

Suppose x € R. If x # ™ for some m,n € Z, then z is
irrational.
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If m is an upper bound of S and also in S, then m is
called the maximum of S.

Similarly, if m is a lower bound of S and also in S,
then m is called the minimum of S.

A set S is said to be bounded if it is bounded above
and bounded below.

Let S be a nonempty subset of R. If S is bounded
below, then the greatest lower bound is called the
infimum, and is denoted inf S.

m = inf S &
(a) m<s, VseSand

(b) if m' >m, then3s € S35 <m

Let S be a nonempty subset of R. If S is bounded
above, then the least upper bound is called the
supremum, and is denoted sup S.

m=sup S &
(a) m>s, ¥VseSand

(b) if m <m, then3s' € S35 >m

An ordered field F' has the Archimedean property
if
VeeF dJneN>z<n

Every nonempty subset S of R that is bounded above
has a least upper bound. That is, sup S exists and is
a real number.

For convenience, we extend the set of real numbers
with two symbols co and —oo, that is R U {co, —oo}.

Then for example if a set S is not bounded above, then
we can write
sup S = oo

A set S is dense in a set T if

Vi,to €T dse SOt <s<ty

Let z € R and ¢ > 0, then a deleted neighborhood
of x is

N*(z;e)={yeR:0< |y —z| <e}

Let z € R and € > 0, then a neighborhood of z is
N(ze)={yeR:|y—z| <e}

The number ¢ is referred to as the radius of N(z;e¢).
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A point x € R is a boundary point of S if

Ve>0, N(z;e)NS+#@and N(z;e)N(R\S) #£ o

In other words, every neighborhood of a boundary
point must intersect the set S and the complement
of S in R.

The set of all boundary points of S is denoted bd S.

Let S C R. A point z € R is an interior point of S if
there exists a neighorhood N(z;¢) such that N C S.

The set of all interior points of .S is denoted int S.

Suppose S C R, then a point x € R is called an
accumulation point of S if

Ve>0, N'(z;e)NS#o

In other words, every deleted neighborhood of = con-
tains a point in S.

The set of all accumulation points of S is denoted S’.

Let SCR. If bd S C S, then S is said to be closed.

If bd S CR\ S, then S is said to be open.

Let S C R. The closure of S is defined by
cdS=5uys

In other words, the closure of a set is the set itself
unioned with its set of accumulation points.

Let SCR. If zx € S and o € S, then z is called an
isolated point of S.

Suppose ¥ C .% are both families of indexed sets that
cover a set S, then since ¢ is a subset of . it is called
a subcover of S.

An open cover of a set S is a family or collection of
sets whose union contains S.

SC.%={F,:neN}

A sequence s is a function whose domain is N. How-
ever, instead of denoting the value of s at n by s(n),
we denote it s,,. The ordered set of all values of s is
denoted (s;,).

A set S is compact iff every open cover of S contains
a finite subcover of S.

Note: This is a difficult definition to use because to
show that a set is compact you must show that every
open cover contains a finite subcover.
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A sequence is said to be bounded if its range
{sn : n € N} is bounded. Equivalently if,

I M >0such that VneN, |s,| <M

A sequence (s,,) is said to converge to s € R, denoted
(sn) — sif

Ve >0, 3 N such that Vn € N,

n>N=|s,—s|<e

If a sequence does not converge, it is said to diverge.

A sequence (s,,) is said to diverge to —oo if
vV M € R, 3 N such that

n>N=s,<M

A sequence (s,,) is said to diverge to +oo if
vV M € R, 3 N such that

n>N=s,>M

A sequence (s,,) is increasing if
Sp < Sp+1 VR eN
A sequence (s,) is decreasing if

Sp > Sp41 Vn €N

A sequence (s,) is nondecreasing if

Sn < Spt1 VR eN

A sequence (s,) is nonincreasing if
Sn > Sp+1 VR EN

A sequence is monotone if it is either nondecreasing
or nonincreasing.

If (s,) is any sequence and (ny) is any strictly in-
creasing sequence, then the sequence (s, ) is called a
subsequence of (s,,).

A sequence (s,,) is said to be a Cauchy sequence if
Ve >0, 3N such that

myn >N =|s, —sp|<e

Suppose S is the set of all subsequential limits of a
sequence (s,). The lim sup (s,), shorthand for the
limit superior of (s,,) is defined to be

lim sup (s,) =sup S

The lim inf (s,), shorthand for the limit inferior of
(sn) is defined to be

lim inf (s,,) = inf S

A subsequential limit of a sequence (s,,) is the limit
of some subsequence of (s,,).
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Suppose f : D — R where D C R, and sup-
pose ¢ is an accumulation point of D. Then the
limit of f at c is L is denoted by

lim f(x) =L

and defined by
Ve>0, 3§>0 such that

|z —¢cl<d=|f(x)—L|<e

If lim inf (s,) < lim sup (s,), then we say that the
sequence (s, ) oscillates.

Let f : (a,b) — R, then the right—hand limit of f
at a is denoted

zlig.l* f(x) =L
and defined by
Ve>0, 3§ >0such that

a<z<a+d=|f(z)-Ll<e

Let f: D —-Rand g: D — R, then we define:
1. sum (f +g)(z) = f(x) + g(x)
2. product (fg)(z) = f(z)g(x)

3. multiple (kf)(z) =kf(x) keR
4. quotient (f> = @) ifg(x) 0 Ve D
9/ 9

Let f : D — R where D C R, and suppose ¢ € D,
then f is continuous at c if
Ve>0, 36 >0 such that

[z —c| <d=|f(x) - flo)| <e

Let f : (a,b) — R, then the left—hand limit of f at
b is denoted
lim f(x)=1L

r—b—

and defined by
Ve>0, 3§ >0such that

b—d<z<b=|f(z)-L|<e

A function is said to be bounded if its range is
bounded. Equivalently, f : D — R is bounded if

IM eRsuchthat Va e D, |f(z)| <M

Let f: D — R where D C R. If f is continuous at
each point of a subset S C D, then f is said to be
continuous on S.

If f is continuous on its entire domain D, then f is
simply said to be continuous.

Suppose f : (a,b) — R, then the extension of f is
denoted f : [a,b] — R and defined by

3 U r=a
flz)=13 flx) a<z<b
v =0

where lim f(z) = u and lirr%) f(z) =wv.

r—a

A function f : D — R is uniformly continuous on
D if
Ve>0, 3§ >0such that

[z -yl <d=|f(z) - fly)l <e
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A function f: D — R is said to be strictly increas-
ing if
Vi, 20 €D, x1 <x3= f(x1) < f(22)

A function f: D — R is said to be strictly decreas-
ing if

Va0 €D, 11 <zo= f(x1)> f(22)

Suppose f : I — R where [ is an interval containing
the point ¢. Then f is differentiable at c if the limit

o £@) = 7€)
r—c r—C

exists and is finite. Whenever this limit exists and is
finite, we denote the derivative of f at c by

F(e)  tim £@) = 1)

r—cC Tr —C

Suppose [ : (a,00) — R, then we say f tends to co
as ¢ — oo and denote it by

Suppose f : (a,00) — R, then the limit at infinity
of f denoted

lim f(z) =00 xhjrolo fl@)=1L
i iff
' VM ER 3N asuch that ¥e>0, 3N >asuch that
, a su
2> N = flz)> M x>N=|f(x)-L|<e
If f has derivatives of all orders in a neighborhood _
of g, then the limit of the Taylor polynomials is an po(x) = f(wo) )
infinite series called the Taylor series of f at xo. pi(x) = f(zo) + [ (wo)(z — wo)
N OIE™) p2(x) = f(wo) + f'(z0)(z — 20) + %(x — 20)?
f(z) = Zo T(ﬂf —x0)"
_ / " (o) 2 / £ (o)
= f(zo) + f'(zo)(z — z0) + === (2 — 20)" + pu(@) = f(0) + f'(w0)(@ = w0) + -+ + T T (@ — zo)"

Suppose f is a bounded function on [a,b] and P =
{zg,...,x,} is a partition of [a, b].
For each i € {1,...,n} let

M;(f) = sup{f(z) : x € [wi—1, @]}

We define the upper sum of f with respect to P to
be

U(f,P) =Y M;Az
=1

where Ax; = x; — x;_1.

A partition of an interval [a, ] is a finite set of points
P = {xg,z1,22,...,2Zn} such that

a=2p <21 <...<Tp, =0

If P and P’ are two partitions of [a,b] where P C P’
then P’ is called a refinement of P.

Suppose f is a bounded function on [a,b]. We define
the upper integral of f on [a,b] to be

U(f) = inf{U(f, P) : P any partition of [a,b]}.

Similarly, we define the lower integral of f on [a,b]
to be

L(f) = sup{L(f, P) : P any partition of [a,b]}.

Suppose f is a bounded function on [a,b] and P =
{zg,...,x,} is a partition of [a, b].
For each i € {1,...,n} let

m;(f) =inf{f(x): z € [x;-1, 2]}

We define the lower sum of f with respect to P to
be

=1

where Ax; = x; — x;_1.
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A function is said to be monotone if it is either in-
creasing or decreasing.

A function is increasing if z <y = f(x) < f(y).
A function is decreasing if z < y = f(x) > f(y).

Let f : [a,b] — R be a bounded function. If L(f) =
U(f), then we say f is Riemann integrable or just
integrable. Furthermore,

/a - / ' fade = L(H) = U ()

is called the Riemann integral or just the integral
of f on [a,b].

An improper integral is the limit of a definite inte-
gral, as an endpoint of the interval of integration ap-
proaches either a specified real number or co or —oo
or, in some cases, as both endpoints approach limits.

Let f: (a,b] — R be integrable on [¢,b] ¥V ¢ € (a,b]. If

lim,_, 4+ fcb f exists then

ffhm f
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When a function f is bounded and the interval over
which it is integrated is bounded, then if the integral
exists it is called a proper integral.

Let (ay) be a sequence of real numbers, then we can

create a new sequence of numbers (s, ) where each s,

in (s,) corresponds to the sum of the first n terms

of (ar). This new sequence of sums is called an
oo

infinite series and is denoted by Z Q.

n=0
The n-th partial sum of the series, denoted by s, is
defined to be

n

Suppose f : (a,b] — R is integrable on [c,b] V ¢ € (a, ],
futhermore let L = lim, o+ [o f. If L is finite, then
the improper integral f: f is said to converge to L.

If L =00 or L = —o0, then the improper integral is
said to diverge.

If a series does not converge then it is divergent.

If the lim s, = 400 then the series is said to diverge

n—oo

to +o0.

If (s,,) converges to a real number say s, then we say
o0

that the series Z an = s is convergent.
n=0

Furthermore, we call s the sum of the series.

The geometric series is given by

Zw”:1+x+m2+x3+-~-
n=0

1
The geometric series converges to 1 for |z| < 1,
—x

and diverges otherwise.

The harmonic series is given by

i1—1+1+1+1+
n 2 3 4

The harmonic series diverges to +oc.
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Given a sequence (a, ) of real numbers, then the series

oo
g ant™ = ag + a1z + asx® + aza® + - -

n=0

is called a power series. The number a,, is called the
nth coefficient of the series.

If > |an| converges then the series > a, is said to
converge absolutely.

If > a, converges, but > |a,| diverges, then the series
> ay, is said to converge conditionally.

The interval of convergence of a power series is the
o0

set of all z € R such that Z anx" converges.

n=0

By theorem we see that (for a power series centered at
0) this set will either be {0}, R or a bounded interval
centered at 0.

The radius of convergence of a power series
> anz™ is an extended real number R such that (for
a power series centered at xg)

|z —xo| < R= E anz™ converges.

Note that R may be 0, 400 or any number between.

Let (f) be a sequence of functions defined on a subset
S of R. Then (f,) converges uniformly on S to a
function f defined on S if

Ve>0, dNsuchthatVxelS

n>N=|fu(r) - f(z)] <e

Let (f,) be a sequence of functions defined on a subset
S of R. Then (f,) converges pointwise on S if for
each z € S the sequence of numbers (f,,(z)) converges.
If (f,) converges pointwise on S, then we define f :
S — R by

for each = € S, and we say that (f,) converges to f
pointwise on S.




