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## A Brief Outline

Two Problems:

1. An extinction problem for interacting diffusions
2. Optimal regularity of stochastic PDEs

- Part of a big-picture analysis of intermittency \& sensitivity of complex systems
- Connections to topics such as metastability \& phase transition


## Large-scale structure of galaxies

S. F. Shandarin and Ya B. Zeldovich, Rev. Modern Phys. (1989)
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$\left[\dot{u}_{t}(x)=\frac{1}{2} u_{t}^{\prime \prime}(x)+\lambda u_{t}(x) \eta_{t}, u_{0}(x)=1\right]$
(Zeldovich-Ruzmaikin-Sokoloff, 1990)

- $d u_{t}=\lambda u_{t} d b_{t}$, where $b_{t}=\eta([0, t])$ denotes 1-D Brownian motion
- The solution is the exponential martingale, $u_{t}:=e^{\lambda b_{t}-\left(\lambda^{2} t / 2\right)}$
- $u_{t} \rightarrow 0$ as $\lambda \rightarrow \infty$
- $\mathrm{E}\left(u_{t}^{2}\right)=\exp \left\{\lambda^{2} t\right\} \rightarrow \infty$ (fast!) as $\lambda \rightarrow \infty$
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## Theorem (R. Carmona-S. Molchanov, 1994)

Consider, say, $u_{0}(x) \equiv 1$. Then:

- $\gamma_{k}:=\lim _{t \rightarrow \infty} t^{-1} \log \left\|u_{t}(x)\right\|_{L^{k}(\mathrm{P})}$ exists and is finite $\forall k \geq 1$.
- If $d=1,2$, then $\gamma_{k}>0$.
- If $d \geq 3$, then $\exists k(\lambda)$ such that $\gamma_{k}>0$ iff $k \geq k(\lambda)$.
- $\gamma_{k}>0 \forall k \geq K$ iff $k \mapsto \gamma_{k}$ is strictly increasing on $[K, \infty)$.
- I.e., If $\lambda, d \gg 1$ then many of the moments do not grow fast.
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- Corollary: "Moment intermittency" [Foondun-K, 2009].
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- For eq's on compact sets, $\left\|u_{t}\right\|_{L^{1}} \leq A e^{-B t}$ a.s. ...this is sharp.
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- What about optimal reg. in $L^{\infty}$ ?
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## Theorem

- (Foondun-K, 2010) If $u_{0}$ is Lipschitz continuous [say] with compact support, then $\sup _{x \in \mathbf{R}} u_{t}(x)<\infty$ a.s. for all $t \geq 0$.
- (Conus et al, 2013) If $\inf _{x} u_{0}(x)>0$ then $\sup _{x \in \mathrm{R}} u_{t}(x)=\infty$ a.s. for all $t>0$.
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