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- Proposition (K-Kim-Xiao, 2015). $\operatorname{Dim}_{\mathrm{H} / \mathrm{M}} \mathscr{L}_{1}^{B}=1$ a.s.
- Strategy of proof. Let $\mu(G):=|\{t \in G: B(t) \geq \sqrt{2 t \log \log t}\}|$.
- By the Tonelli theorem,

$$
\begin{aligned}
E \mu\left(2^{n}, 2^{n+1}\right) & =\int_{2^{n}}^{2^{n+1}} \mathrm{P}\{B(t) \geq \sqrt{2 t \log \log t}\} d t \\
& =\int_{2^{n}}^{2^{n+1}} \frac{d t}{\log t \sqrt{\log \log t}}=\frac{2^{n}}{n \sqrt{\log n}} .
\end{aligned}
$$

- It turns out that $\mu\left(2^{n}, 2^{n+1}\right)=2^{n} n^{-1}(\log n)^{-1 / 2}$ "for most $n^{\prime}$ s."
- Use $\sum_{n} n^{-1}(\log n)^{-1 / 2}=\infty$ and the def$\frac{\mathrm{n}}{}$ of $\operatorname{Dim}_{\mathrm{H}} \odot$.
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- We know: $\mathscr{L}_{c}^{X}$ is unbounded iff $c \leq 1$.
- Theorem (K-Kim-Xiao, 2015). $\operatorname{Dim}_{\mathrm{H} / \mathrm{M}} \mathcal{L}_{c}^{X}=1-c^{2}$ a.s. for all $c \in(0,1]$.
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## Law of the Iterated Logarithm (re-iterated)

- To recap: If $X:=$ the O-U process and $c \in(0,1]$, then

$$
\operatorname{Dim}_{\mathrm{H} / \mathrm{M}}\left\{t \geq 38: X_{t} \geq c \sqrt{2 \log t}\right\}=1-c^{2} \quad \text { a.s. }
$$

- The preceding shows that the tall peaks of the Ornstein-Uhlenbeck process undergo a "separation of scales" [The peak times form a large-scale "multifractal"].
- It is predicted that the solution to a large family of stochastic PDEs should also exhibit separation of scales; we have presented this in two disparate cases [universality classes].
- The proof of the OU result consists of two bounds:
- The upper bound requires a covering argument.
- The lower bound is slightly different from "standard" lower-bound methods ... .
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