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- Some questions:
- Existence, uniqueness, and regularity [ $L$ versus $\dot{W}$ ]?
- Structure of the solution [intermittence]?
- What if $\dot{W}$ is replaced by spatially-colored noise?
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Theorem (Foondun-K-Nualart, 2009+)
Suppose $b$ is bounded and Lipschitz continuous, and the linear heat equation has a function solution $u$ with $u(0, x)=0$. Consider

$$
\begin{equation*}
\frac{\partial}{\partial t} U(t, x)=(L U)(t, x)+b(U(t, x))+\dot{W}(t, x), \tag{1}
\end{equation*}
$$

subject to $U(0, x)=0$. Then, $u-U$ is locally-uniformly bounded and continuous.

- Using local-time theory, we can construct $u$ with Oscu $\equiv \infty$.
- The blowup of $u$ forces the blowup of $U$.
- Everything holds if $b$ is locally Lipschitz.
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## Multiplicative nonlinearities

- The equation

$$
\frac{\partial}{\partial t} u(t, x)=(L u)(t, x)+\sigma(u(t, x)) \dot{W}(t, x)
$$

where:

- $u(0, x)$ is bounded, measurable, and nonrandom;
- $\sigma$ is Lipschitz continuous.
- The most-studied case (parabolic Anderson model):

$$
L=\kappa \Delta \quad \text { and } \quad \sigma(u)=\lambda u .
$$

- (Dalang, 1999): If the linear equation $[\sigma \equiv 0]$ has a unique solution, then the nonlinear one does too.
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Definition
Intermittency: $\bar{\gamma}(p) / p$ is strictly increasing on $[2, \infty)$.
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- Roughly speaking, we want $\dot{F}$ to be a GGRF with

$$
E(\dot{F}(t, x) \dot{F}(s, y))=\delta_{0}(t-s) f(y-x) .
$$

- Bochner-Minlos-Schwartz theorem: $f$ is pos. semidef; $f:=\hat{\mu}$ for a tempered measure $\mu$ [spectral measure]
- We will say a few things about the case that $\mu(d x) \ll d x$.
- Examples of interest:
- [OU] $f(x)=c \exp \left(-c^{\prime}\|x\|^{\alpha}\right)$ for $\alpha \in(0,2]$.
- [Poisson] $f(x)=c\left\{\|x\|^{2}+c^{\prime}\right\}^{-(d+1) / 2}$.
- [Cauchy] $f(x)=c \prod_{j=1}^{d}\left\{1+x_{j}^{2}\right\}^{-1}$.
- [Riesz] $f(x)=c /\|x\|^{\alpha}$ for $\alpha \in(0, d)$.
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- $\hat{f}:=$ a function [spectral density].
- $f: \mathbf{R}^{d} \rightarrow \overline{\mathbf{R}}$ is continuous.
- One of the following holds:
- $f(x)<\infty$ iff $x \neq 0$;
- $\hat{f} \in L^{\infty}\left(\mathbf{R}^{d}\right)$ and $f(x)<\infty$ if $x \neq 0$.

Theorem (Dalang, '99; Nualart \& Quer-Sardanyons, '06; Foondun-K, '10+)
If $\sigma$ is Lipschitz and $u(0, \cdot)$ is nonrandom and bounded, then

$$
\frac{\partial}{\partial t} u(t, x)=(L u)(t, x)+\sigma(u(t, x)) \dot{F}(t, x)
$$

has a unique solution provided that

$$
\int_{\mathbf{R}^{d}} \frac{\hat{f}(\xi)}{1+2 \operatorname{Re} \Psi(\xi)} d \xi<\infty \quad[i f f, \text { when } \sigma:=\text { const }] \text {. }
$$
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- If $\int_{\|\xi\|<1} \hat{f}(\xi)<\operatorname{Re} \Psi(\xi) d \xi<\infty$ and $L p_{\sigma}$ sufficiently small, then non-intermittency.
- The technical conditions are:
- $P_{t}(d x) \ll d x$ [Open problem: Hartman-Wintner, '42; Blum-Rosenblatt, '59; Tucker, '64-65; ...]
- $f$ and $\psi$ are symmetric in all variables;
- $f$ is coordinatewise decreasing; and
- $u(0, \cdot)>0$ pointwise and $P\{u(t, \cdot)>0\}=1$ [Kotelenez, '92; Manthey-Zausinger, '99; Manthey, '01].
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$\therefore$ by Young's inequality,

$$
\|\exp (-t \operatorname{Re} \Psi)\|_{1}=\|\exp (-(t / 2) \operatorname{Re} \Psi)\|_{2}^{2} \leq(2 \pi)^{d}\left\|p_{t / 4}\right\|_{2}^{2}
$$

$\therefore(1)+(2) \Rightarrow(3)$.
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Suppose $X$ is a radial Lévy process in $d \geq 2$. Then, $P_{t}(d x) \ll d x$ if and only if $\Psi(\xi) \rightarrow \infty$ as $\|\xi\| \rightarrow \infty$.

- If $P_{t}(d x) / d x=p_{t}(x)$, then $\Psi(\xi) \rightarrow \infty$ by the Riemann-Lebesgue lemma. Thus, in this case, the RL lemma is sharp!
- False if $d=1$.
- What are good NASC conditions for $P_{t}(d x) \ll d x$ in terms of $\Psi$ ?

