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$$
\begin{aligned}
B(1+\epsilon, 1+\delta)-\overbrace{B(1,1)}^{\dot{W}(\mathbf{L})} & =\overbrace{X(\epsilon)+Y(\delta)}^{\dot{W}(\boldsymbol{\Pi})+\dot{W}()=\mathrm{ABM}}+\overbrace{Z(\epsilon, \delta)}^{\dot{W}(())=\mathrm{BS}} \\
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\operatorname{Var}(X(\epsilon)+Y(\delta)) & =\epsilon+\delta \\
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\end{aligned}
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References: Orey and Pruitt (1973), Kendall (1980), Ehm (1981), Dalang and Walsh (1992; 1993; 1996), Kh. (1995; 1999; 2003), Dalang and Mountford (1996; 1997; 2001), Kh. and Shi (1999), Kh. Xiao (2005), Kh. Xiao, and Wu (2006) ....
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## Theorem (Kendall, 1980)

The connected component of $\{(u, v): B(u, v)=B(s, t)\}$ that contains $(s, t)$ is a.s. $\{(s, t)\}$.

- "A.e. point in a.e. level-set is totally disconnected from the rest."
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- Goal: $\liminf _{r \downarrow 0} P(J(r))>0$.
- 0-1 law (Orey and Pruitt, 1973): $J(r)$ infinitely often $r \downarrow 0$ a.s.
- I will sketch the proof of a slightly weaker variant. [In fact it is equivalent.]
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## First Application: Contours of Brownian Sheet

Kendall's Theorem, Continued

- $C^{\prime}(r):=(\{1+r\} \times[1, r]) \cup([1, r] \times\{1+r\})$.
- $J^{\prime}(r):=\left\{B(1,1)>\sup _{C^{\prime}(r)} B\right\}$.
- Goal: $\lim _{r \downarrow 0} P\left(J^{\prime}(r)\right)>0$.
- Local dynamics + scaling $\Rightarrow$

$$
P\left(J^{\prime}(r)\right) \rightarrow P\left\{X(1)+Y(1)>\sup _{(u, v) \in C^{\prime}(1)}(X(u)+Y(v))\right\}>0
$$
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(Kh., Révész, and Shi, 2005)
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## Exercise

Prove that $A\left([1,2]^{2}\right)=A(1,1)+\bar{A}\left([0,1]^{2}\right)$, where $\bar{A}$ is a copy of $A$, independent of $A(1,1)$, and $a+S=\{a+s: s \in S\}$ for all $a \in \mathbf{R}^{d}$ and $S \subset \mathbf{R}^{d}$.
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Let $A(s, t):=X(s)-Y(t), d \geq 5 ; m:=$ Leb. meas. on $\mathbf{R}^{d}$. By the Exercise,

$$
\begin{aligned}
P\left\{0 \in A\left([1,2]^{2}\right)\right\} & =\int_{\mathbf{R}^{d}} P\left\{x \in A\left([0,1]^{2}\right)\right\} \underbrace{P\{A(1,1) \in-d x\}}_{=\varphi(x) d x, \varphi>0} \\
& \asymp \int_{\mathbf{R}^{d}} P\left\{x \in A\left([0,1]^{2}\right)\right\} d x
\end{aligned}
$$

## Second Application: Intersections of Brownian Motions

The Dvoretzky-Erdős-Kakutani Theorem, Continued

Let $A(s, t):=X(s)-Y(t), d \geq 5 ; m:=$ Leb. meas. on $\mathbf{R}^{d}$. By the Exercise,

$$
\begin{aligned}
P\left\{0 \in A\left([1,2]^{2}\right)\right\} & =\int_{\mathbf{R}^{d}} P\left\{x \in A\left([0,1]^{2}\right)\right\} \underbrace{P\{A(1,1) \in-d x\}}_{=\varphi(x) d x, \varphi>0} \\
& \asymp \int_{\mathbf{R}^{d}} P\left\{x \in A\left([0,1]^{2}\right)\right\} d x \\
& =E\left\{m\left(A\left([0,1]^{2}\right)\right)\right\} .
\end{aligned}
$$

(Lévy, 1940; Kahane, 1983) " $a \asymp b$ " means " $a>0 \Leftrightarrow b>0$."
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## Second Application: Intersections of Brownian Motions

The Dvoretzky-Erdős-Kakutani Theorem, Continued

Let $A(s, t):=X(s)-Y(t), d \geq 5 ; m:=$ Leb. meas. on $\mathbf{R}^{d}$. Goal: $\operatorname{Em}\left(A\left([0,1]^{2}\right)\right)=0$.

By Brownian scaling,

$$
\begin{aligned}
& \underbrace{A\left([0,2]^{2}\right)}_{\sim X(2 s)-Y(2 t)} \stackrel{\mathscr{O}}{=} \sqrt{2} A\left([0,1]^{2}\right) \\
& \quad \Leftrightarrow m\left(A\left([0,2]^{2}\right) \stackrel{\mathscr{O}}{=} 2^{d / 2} m\left(A[0,1]^{2}\right)\right.
\end{aligned}
$$

## Second Application: Intersections of Brownian Motions

The Dvoretzky-Erdős-Kakutani Theorem, Continued

Let $A(s, t):=X(s)-Y(t), d \geq 5 ; m:=$ Leb. meas. on $\mathbf{R}^{d}$.
Goal: $\operatorname{Em}\left(A\left([0,1]^{2}\right)\right)=0$.

By Brownian scaling,

$$
\begin{aligned}
& \underbrace{A\left([0,2]^{2}\right)}_{\sim X(2 s)-Y(2 t)} \stackrel{\mathscr{D}}{=} \sqrt{2} A\left([0,1]^{2}\right) \\
& \Leftrightarrow m\left(A\left([0,2]^{2}\right) \stackrel{\mathscr{O}}{=} 2^{d / 2} m\left(A[0,1]^{2}\right)\right. \\
& \Leftrightarrow E m\left(A\left([0,2]^{2}\right)=2^{d / 2} E m\left(A\left([0,1]^{2}\right)\right.\right.
\end{aligned}
$$
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Let $A(s, t):=X(s)-Y(t), d \geq 5 ; m:=$ Leb. meas. on $\mathbf{R}^{d}$. We know: $\operatorname{Em}\left(A\left([0,2]^{2}\right)=2^{d / 2} E m\left(A\left([0,1]^{2}\right)\right.\right.$.

## Second Application: Intersections of Brownian Motions

The Dvoretzky-Erdős-Kakutani Theorem, Continued
Let $A(s, t):=X(s)-Y(t), d \geq 5 ; m:=$ Leb. meas. on $\mathbf{R}^{d}$.
We know: $\operatorname{Em}\left(A\left([0,2]^{2}\right)=2^{d / 2} \operatorname{Em}\left(A\left([0,1]^{2}\right)\right.\right.$.
We want: $\operatorname{Em}\left(A\left([0,1]^{2}\right)=0\right.$.

## Second Application: Intersections of Brownian Motions

The Dvoretzky-Erdős-Kakutani Theorem, Continued
Let $A(s, t):=X(s)-Y(t), d \geq 5 ; m:=$ Leb. meas. on $\mathbf{R}^{d}$.
We know: $\operatorname{Em}\left(A\left([0,2]^{2}\right)=2^{d / 2} E m\left(A\left([0,1]^{2}\right)\right.\right.$.
We want: $\operatorname{Em}\left(A\left([0,1]^{2}\right)=0\right.$.
Note that

$$
\begin{aligned}
A\left([0,2]^{2}\right)=A & \left([0,1]^{2}\right) \cup A([0,1] \times[1,2]) \\
& \cup A([1,2] \times[0,1]) \cup A\left([1,2]^{2}\right) .
\end{aligned}
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The Dvoretzky-Erdős-Kakutani Theorem, Continued
Let $A(s, t):=X(s)-Y(t), d \geq 5 ; m:=$ Leb. meas. on $\mathbf{R}^{d}$.
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Note that
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\begin{aligned}
A\left([0,2]^{2}\right)= & A\left([0,1]^{2}\right) \cup A([0,1] \times[1,2]) \\
& \cup A([1,2] \times[0,1]) \cup A\left([1,2]^{2}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
m\left(A\left([0,2]^{2}\right)\right) \leq m & \left(A\left([0,1]^{2}\right)\right)+m(A([0,1] \times[1,2])) \\
& +m(A([1,2] \times[0,1]))+m\left(A\left([1,2]^{2}\right)\right) .
\end{aligned}
$$
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The Dvoretzky-Erdős-Kakutani Theorem, Continued

We know:

$$
\begin{aligned}
m\left(A\left([0,2]^{2}\right)\right) \leq m & \left(A\left([0,1]^{2}\right)\right)+m(A([0,1] \times[1,2])) \\
& +m(A([1,2] \times[0,1]))+m\left(A\left([1,2]^{2}\right)\right)
\end{aligned}
$$

By the Exercise,

$$
\Rightarrow m\left(A\left([1,2]^{2}\right)\right) \stackrel{\mathscr{D}}{=} m\left(A\left([0,1]^{2}\right)\right)
$$

Same with the other terms in the first display.
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## Second Application: Intersections of Brownian Motions

The Dvoretzky-Erdős-Kakutani Theorem, Continued

Thus,

$$
\operatorname{Em}\left(A\left([0,2]^{2}\right)\right) \leq 4 \operatorname{Em}\left(A\left([0,1]^{2}\right)\right)
$$

$\Rightarrow$

$$
2^{d / 2} E m\left(A\left([0,1]^{2}\right)\right) \leq 4 E m\left(A\left([0,1]^{2}\right)\right) .
$$

$d \geq 5 \Rightarrow E m\left(A\left([0,1]^{2}\right)\right)=0$, as desired.

## Second Application: Intersections of Brownian Motions

The Dvoretzky-Erdős-Kakutani Theorem, Continued

Thus,

$$
\operatorname{Em}\left(A\left([0,2]^{2}\right)\right) \leq 4 \operatorname{Em}\left(A\left([0,1]^{2}\right)\right)
$$

$\Rightarrow$

$$
2^{d / 2} E m\left(A\left([0,1]^{2}\right)\right) \leq 4 E m\left(A\left([0,1]^{2}\right)\right) .
$$

$d \geq 5 \Rightarrow \operatorname{Em}\left(A\left([0,1]^{2}\right)\right)=0$, as desired.

## Exercise

Prove that $\operatorname{Em}\left(A\left([0,1]^{2}\right)<\infty\right.$.
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