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## Recap

1. Suppose $\exists C>0$ such that $\forall \epsilon>0 \exists$ and $b$-adic cubes $F_{1}, F_{2}, \ldots$ with $\operatorname{diam} F_{j} \leq \epsilon$ and $F \subseteq \cup_{j=1}^{\infty} F_{j}$ such that $\sum_{j=1}^{\infty}\left|\operatorname{diam} F_{j}\right|^{s} \leq C$. Then $\operatorname{dim}_{H} F \leq s$.
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1. Suppose $\exists C>0$ such that $\forall \epsilon>0 \exists$ and $b$-adic cubes $F_{1}, F_{2}, \ldots$ with $\operatorname{diam} F_{j} \leq \epsilon$ and $F \subseteq \cup_{j=1}^{\infty} F_{j}$ such that $\sum_{j=1}^{\infty}\left|\operatorname{diam} F_{j}\right|^{s} \leq C$. Then $\operatorname{dim}_{H} F \leq s$.
2. Suppose $\exists \mu \in \mathscr{P}(F)$ such that $I_{s}(\mu)<\infty$, where

$$
I_{s}(\mu):=\iint \frac{\mu(d x) \mu(d y)}{|x-y|^{s}}
$$

Then $\operatorname{dim}_{H} F \geq s$.
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## Goal

- Find a formula for $\operatorname{dim}_{H} X([0,1]), \operatorname{dim}_{H} X\left(\mathbf{R}_{+}\right), \overline{\operatorname{dim}}_{M} X([0,1])$, etc., where $X$ is a Lévy process.
- Two issues:

1. A lower bound [Uses an abstract form of the Frostman theorem]
2. An upper bound [Most Lévy processes are not continuous; the method for BM fails.]
3. We will handles these matters in reverse order.
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## Potential measures

- $X:=$ a Lévy process in $\mathbf{R}^{d}$.
- For all Borel sets $A \subseteq \mathbf{R}^{d}$ define

$$
U(A):=\int_{0}^{\infty} \mathrm{P}\{X(s) \in A\} e^{-s} d s
$$

[The one-potential measure]

- $\zeta:=$ independent mean-one exponential.
- $\mathrm{P}\{\zeta>s\}=\exp (-s)$.
- $U(A)=\mathrm{E}\left[\int_{0}^{\zeta} \mathbf{1}_{A}(X(s)) d s\right]$.
- $U$ is a Borel probability measure on $\mathbf{R}^{d}$.


## A hitting bound

For all $\boldsymbol{a} \in \mathbf{R}^{d}$ and $\epsilon>0$ define

$$
B(a, \epsilon):=\bigcap_{j=1}^{d}\left\{x \in \mathbf{R}^{d}: a_{j}-\epsilon \leq x_{j}<a_{j}+\epsilon\right\} .
$$
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For all $a \in \mathbf{R}^{d}$ and $\epsilon>0$ define
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B(a, \epsilon):=\bigcap_{j=1}^{d}\left\{x \in \mathbf{R}^{d}: a_{j}-\epsilon \leq x_{j}<a_{j}+\epsilon\right\} .
$$

Lemma
For all $\boldsymbol{a} \in \mathbf{R}^{d}$ and $\epsilon>0$,

$$
\mathrm{P}\{X(s) \in B(a, \epsilon) \text { for some } s \leq \zeta\} \leq \frac{U(B(a, 2 \epsilon))}{U(B(0, \epsilon))}
$$
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since $\mathrm{P}\{\zeta>T\}=\mathrm{E}\left[e^{-T} ; T<\infty\right]$.

- $|X(T)-a| \leq \epsilon$ a.s. on $\{T<\infty\}$.
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By the triangle inequality,
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\begin{aligned}
& U(B(0, \epsilon)) \mathrm{P}\{\zeta>T\} \\
& \leq E\left(\int_{0}^{\infty} 1_{B(a, 2 \epsilon)}(X(s+T)) e^{-(s+T)} d s ; T<\infty\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& U(B(0, \epsilon)) \mathrm{P}\{\zeta>T\} \\
& \leq \mathrm{E}\left(\int_{T}^{\infty} \mathbf{1}_{B(\mathrm{a}, 2 \epsilon)}(X(s)) e^{-s} d s\right)
\end{aligned}
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## A hitting bound

By the triangle inequality,

$$
\begin{aligned}
& U(B(0, \epsilon)) \mathrm{P}\{\zeta>T\} \\
& \leq E\left(\int_{0}^{\infty} 1_{B(a, 2 \epsilon)}(X(s+T)) e^{-(s+T)} d s ; T<\infty\right)
\end{aligned}
$$

Therefore,
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\begin{aligned}
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& \leq \mathrm{E}\left(\int_{T}^{\infty} \mathbf{1}_{B(\mathrm{a}, 2 \epsilon)}(X(s)) e^{-s} d s\right)
\end{aligned}
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This is $\leq U(B(a, 2 \epsilon))$.
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- By the lemma,

$$
\mathrm{E}\left(N_{n}(X([0, \zeta]))\right) \leq \frac{1}{U\left(B\left(0,2^{-n}\right)\right)} \sum_{B\left(a, 2^{-n}\right) \in \mathscr{D}_{n}} U\left(B\left(a, 2^{-n+1}\right)\right)
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where $\mathscr{D}_{n}:=$ all dyadic cubes.

- Now $\sum_{B\left(a, 2^{-n}\right) \in \mathscr{D}_{n}} U\left(B\left(a, 2^{-n}\right)\right)=1$.
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- Yellow $=B\left(a, 2^{-n}\right)$; a dyadic ball.
- Red $=B\left(a, 2^{-n+1}\right)$.
- $\underbrace{\text { Blue }+ \text { yellow }}_{\text {Clique }}=3^{d}$ dyadic balls of radius $2^{-n}$ each.
- Each $I \in \mathscr{D}_{n}$ is in at most $5^{d}$ cliques.
- $\sum_{B\left(a, 2^{-n}\right) \in \mathscr{D}_{n}} U\left(B\left(a, 2^{-n+1}\right)\right) \leq 5^{d} \sum_{I \in \mathscr{D}_{n}} U(I)=5^{d}$.
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## A hitting bound

- Thus,

$$
\mathrm{E}\left(N_{n}(X([0, \zeta]))\right) \leq \frac{5^{d}}{U\left(B\left(0,2^{-n}\right)\right)} .
$$

- $N_{n}(X([0, \zeta])) \geq N_{n}(X([0,1]))$ on $\{\zeta>1\}$.
- $\Rightarrow \mathrm{E}\left(N_{n}(X([0, \zeta]))\right) \geq e^{-1} \mathrm{E}\left(N_{n}(X([0,1]))\right)$.

Lemma
$\mathrm{E}\left[N_{n}(X([0,1]))\right] \leq 5^{d} e / U\left(B\left(0,2^{-n}\right)\right)$.
This will give an upper bound for $\operatorname{dim}_{H} X([0,1])$, and another upper bound for $\operatorname{dim}_{M} X([0,1])$.
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## Theorems of Pruitt and Taylor

- $I_{s}(\mu)=\int_{0}^{1} \int_{0}^{1}|X(u)-X(v)|^{-s} d u d v$.
- $\mathrm{E}\left[I_{s}(\mu)\right]=2 \int_{0}^{1} \mathrm{E}\left(|X(u)|^{-s}\right) d u$.
- If $s<\underline{\text { ind }} U$, then $\int_{0}^{1} \mathrm{P}\{|X(u)| \leq \epsilon\} d u=O\left(\epsilon^{s}\right)$. Therefore, for all $0<s<t<$ ind $U$,
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