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- This is easy to address: Instead we define the "upper Minkowski dimension":
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\overline{\operatorname{dim}}_{\mathrm{M}} F:=\limsup _{n \rightarrow \infty} \frac{\log _{b} N_{n}(F)}{n} .
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3. Positive: \(\overline{\operatorname{dim}}_{M} F\) does not depend on the base \(b \geq 2\) [covering argument].
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Cantor-Lebesgue measure
We will prove that \(I_{s}(\mu)<\infty\) for all \(s \in\left(0, \log _{3} 2\right)\).
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- \(I_{s}(\mu)=\iint|x-y|^{-s} \mu(d x) \mu(d y)=\mathrm{E}\left(|X-Y|^{-s}\right)\), where \(Y\) is an independent copy of \(X\).
- But
\[
|X-Y| \geq \frac{2}{3^{N}}-\sum_{j=N+1}^{\infty} \frac{\left|X_{j}-Y_{j}\right|}{3^{j}} \geq \frac{1}{3^{N}}
\]
where \(N:=\min \left\{j: X_{j} \neq Y_{j}\right\}\). Therefore, \(l_{s}(\mu) \leq \mathrm{E}\left[3^{N s}\right]\).
- \(\mathrm{P}\{N=k\}=2^{-k}\) for \(k \geq 1\) [geometric distribution].
- \(\mathrm{E}\left[3^{N s}\right]=\sum_{k=1}^{\infty} 3^{k s} 2^{-k}<\infty\) iff \(s<\log _{3} 2\). \(\square\)

\section*{The Cantor-Lebesgue function}
\(c(x):=\mu([0, x]) \Rightarrow c^{\prime}(x)=0\) a.e., \(c(0)=0, c(1)=1, c=\) continuous.

"The devil's staircase" [Mandelbrot]
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- \(\mu(A):=\int_{0}^{1} \mathbf{1}_{A}(W(u)) d u ; \mu \in \mathscr{P}(W([0,1]))\).
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- \(\int_{0}^{1} \int_{0}^{1}|u-v|^{-s / 2} d u d v<\infty\) iff \(s<2\).
- \(\mathrm{E}\left(|Z|^{-s}\right)<\infty\) iff \(s<d\) [Polar coordinates].
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\section*{Problems}
1. Prove: \(F:=\cup_{n=1}^{\infty}\{1 / n\} \Rightarrow \overline{\operatorname{dim}}_{\mathrm{M}} F=1 / 2>0=\operatorname{dim}_{\mathrm{H}} F\).
2. Prove that always, \(\operatorname{dim}_{H} F \leq \overline{\operatorname{dim}}_{M} F\).
3. Prove that \(\overline{\operatorname{dim}}_{M} C=\log _{3} 2\).
4. Compute \(\operatorname{dim}(C \times C)\), where \(\operatorname{dim}=\operatorname{dim}_{H}\) or \(\overline{\operatorname{dim}}_{\mathrm{M}}\), and \(C:=\) Cantor's set.
5. Prove that \(\operatorname{dim}_{M} W([0,1])=\min (d, 2)\) a.s.
6. Prove that for all compact nonrandom sets \(E \subset[0,1]\), \(\operatorname{dim} W(E)=\min (d, 2 \operatorname{dim} E)\) a.s., where \(\operatorname{dim}:=\operatorname{dim}_{H}\) or \(\overline{\operatorname{dim}}_{M}\) everywhere.
7. Prove that always, \(\operatorname{dim}_{H}(E \times F)=\operatorname{dim}_{H}(F \times E)\).
8. Prove that always, \(\operatorname{dim}_{H}(E \times F) \leq \operatorname{dim}_{H} E+\overline{\operatorname{dim}}_{M} F\).

\section*{More advanced problems}
\(f:[0,1] \rightarrow \mathbf{R}^{d}\) is Hölder continuous with index \(\alpha>0\) if
\[
\sup _{0 \leq x \neq y \leq 1} \frac{|f(x)-f(y)|}{|x-y|^{\alpha}}<\infty
\]
1. Prove that \(\alpha \leq 1\), and \(\operatorname{dim}_{H} f(E) \leq \min \left(d, \alpha^{-1} \operatorname{dim}_{H} E\right)\) \(\forall E \in \mathscr{B}([0,1])\).
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\section*{More advanced problems}
\(f:[0,1] \rightarrow \mathbf{R}^{d}\) is Hölder continuous with index \(\alpha>0\) if
\[
\sup _{0 \leq x \neq y \leq 1} \frac{|f(x)-f(y)|}{|x-y|^{\alpha}}<\infty .
\]
1. Prove that \(\alpha \leq 1\), and \(\operatorname{dim}_{H} f(E) \leq \min \left(d, \alpha^{-1} \operatorname{dim}_{H} E\right)\) \(\forall E \in \mathscr{B}([0,1])\).
2. Prove that the Cantor-Lebesgue function is Hölder continuous with index \(\log _{3} 2\) (Hint: Compute \(\mu(I)\) for a 3 -ary interval I.)
3. Prove that \(C-C:=\{x-y: x, y \in C\}=[-1,1]\). (Hint: \(x \in C\), \(t \in[-1,1] \Rightarrow\) the line \(y=x+t\) intersects \(C \times C\) at some 3 -adic square.)```

